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1. Introduction

Healthcare Information Technology (IT) enables access to advanced healthcare services for patients and medical staff. Smart homes (or places) enable patient self-treatment and monitoring by using simple devices, which provide standardized outputs for specific physiological conditions, intelligent applications or software capable of analyzing and processing body signals, sensor integrated smart devices, wearable sensors and other devices exclusively manufactured for the purpose of body signal monitoring/processing (Athavale, 2011). Whether at home or traditional settings (physician’s office, hospital), healthcare IT infrastructures process sensitive patient health information and, thus, face several information security and privacy threats. Such threats, as well as their corresponding impact, have been presented in the past (Gritzalis, 1998) (see Table 1).

Smart homes fall into the pervasive computing paradigm. They utilize components (e.g. sensors), which may be invisible and transparent to the user. Their constantly increasing storage and communication capabilities coupled with their small size enable collection, processing, and potential disclosure of Personal Health Information (PHI), thus posing significant privacy risks (Dritsas et al., 2006). A comprehensive view of privacy challenges is depicted in a 2011 study on “Patient Privacy and Data Security” (see Figure 1). While smart homes are novel, security in healthcare is a studied issue. Available solutions focus in specific security attributes. For example, (Gritzalis and Lambrinoudakis, 2004) propose an architecture that preserves authentication and authorization in web-based distributed systems. Such architecture includes a role-based access scheme and an intelligent security agent, which can be applied in healthcare environments. (Lekkas and Gritzalis, 2006) cover the authenticity requirement for Electronic Health Records (EHR) in a long-term basis. Another approach (Gritzalis, 1997) focuses on the issue of protecting Health Information Systems (HIS) by proposing a methodology and a decision-support roadmap for the development of the security profile of a specific information system. Relevant standards regarding healthcare are also reviewed by (Gritzalis, 1998) through the use of a framework that identifies existing gaps and inconsistencies.

<table>
<thead>
<tr>
<th>Security Concern/Threat</th>
<th>Impact</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information Disclosure (Loss of Confidentiality)</td>
<td>Patient embarrassment; Loss of trust; Legal consequences; Loss of reputation.</td>
</tr>
<tr>
<td>Withholding Information or Services (Loss of Availability)</td>
<td>Poor quality of services; Insufficient patient treatment; Legal claims; Financial impact.</td>
</tr>
<tr>
<td>Modification of Information (Loss of Integrity)</td>
<td>Insufficient or inappropriate patient treatment; Poor management; Financial loss.</td>
</tr>
<tr>
<td>Repudiation</td>
<td>Financial loss; Lack of accountability; Loss of reputation.</td>
</tr>
<tr>
<td>Non-Auditability</td>
<td>Poor management; Inability to claim penalties and take legal action.</td>
</tr>
</tbody>
</table>

Table 1 - Threats and corresponding impacts; adapted by (Gritzalis, 1998)

The main focus of this chapter is to review and evaluate the privacy challenges introduced by a smart home healthcare environment. For this purpose, both privacy requirements and available solutions are reviewed. In
Section 2, we review privacy requirements for healthcare and, then, we propose a set of requirements for smart home healthcare solutions. In Section 3, we review and discuss existing privacy mechanisms (e.g. architectures, frameworks, models, systems, etc.), like the ones mentioned above. In Section 4, we combine requirements to solutions and produce a mapping of the priorities and goal of each security mechanism found. We conclude our paper by describing key findings, research challenges and future work.
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Figure 1 - Privacy in healthcare in numbers (adapted by the Institute for Health Technology Transformation)

2. Privacy requirements for smart home healthcare solutions

2.1 Privacy principles

The US Health Insurance Portability and Accountability Act (HIPAA), passed in 1996 and revised by the American Recovery and Reinvestment Act (ARRA, 2009), identifies privacy rights for patients and required policies for healthcare information systems (HIS) (HHS, 1996). HIPAA includes the following privacy guidelines for privacy compliance and awareness (AMA, 2006; CDT, 2009):

1. Appoint a HIPAA **privacy officer**.
2. Develop "**minimum necessary**" **policies** for: uses, routine disclosures, non-routine disclosures, limit request to minimum necessary, ability to rely on request for minimum necessary.
3. Develop **policies for access** to designated record set: providing access, denying access.
4. Develop **policies for accounting** of disclosures.
5. Develop **policies for amendment** requests: accepting an amendment, denying an amendment, actions on notice of an amendment, documentation.
6. Develop **policies** for **business associate (BA) relationships** and amend **business associate contracts** or **agreements**: obtain satisfactory assurances in contract, document sanctions for non-compliance.
7. Develop **verification policies**.
8. Develop **policies for alternative means of communication request**.

---
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9. Develop policies for restricted use request.
10. Develop complaint policies.
11. Develop anti-retaliation policies.
12. Develop appropriate administrative, technical and physical safeguards.
13. Train workforce: train staff, develop sanctions for non-compliance.
14. Develop and disseminate privacy notice.
15. Limit disclosures to those that are authorized by the client, or that are required or allowed by the privacy regulations.

(Kotz et al., 2009) study several available frameworks (see Table 2): ONC National Framework (HHS, 2008), Health Privacy Project - Best Practices (HPP, 2007), Markle Foundation’s “Common Framework” (Markle, 2008), and CCHIT’s Certification Criteria (CCHIT, 2008).

<table>
<thead>
<tr>
<th>No</th>
<th>ONCNF</th>
<th>HPPBP</th>
<th>MFCF</th>
<th>CCHIT</th>
<th>Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Individual access</td>
<td>Transparency and notice</td>
<td>Openness and transparency</td>
<td>Consent</td>
<td>Openness and transparency</td>
</tr>
<tr>
<td>2</td>
<td>Correction</td>
<td>Education</td>
<td>Purpose specification</td>
<td>Controlling access to your information</td>
<td>Purpose specification</td>
</tr>
<tr>
<td>3</td>
<td>Openness and transparency</td>
<td>Employees can choose which content is included in the PHR</td>
<td>Collection limitation and data minimization</td>
<td>Conditions of use</td>
<td>Collection limitation and data minimization</td>
</tr>
<tr>
<td>4</td>
<td>Individual choice</td>
<td>Employees control access to and use of the PHR</td>
<td>Use limitation</td>
<td>Amending the record</td>
<td>Use limitation</td>
</tr>
<tr>
<td>5</td>
<td>Collection, use, and disclosure limitation</td>
<td>Employees can designate proxies to act on their behalf</td>
<td>Individual participation and control</td>
<td>Account management</td>
<td>Individual participation and control</td>
</tr>
<tr>
<td>6</td>
<td>Data quality and integrity</td>
<td>&quot;chain of trust&quot;: information policies extend to business partners</td>
<td>Data quality and integrity</td>
<td>Document import</td>
<td>Data quality and integrity</td>
</tr>
<tr>
<td>7</td>
<td>Safeguards</td>
<td>Data security</td>
<td>Security safeguards and controls</td>
<td>Data availability</td>
<td>Security safeguards and controls</td>
</tr>
<tr>
<td>8</td>
<td>Accountability</td>
<td>Data management</td>
<td>Accountability and oversight</td>
<td>-</td>
<td>Accountability and remedies</td>
</tr>
<tr>
<td>9</td>
<td>-</td>
<td>Enforcement and remedies</td>
<td>Remedies</td>
<td>-</td>
<td>Patient Access to Data</td>
</tr>
<tr>
<td>10</td>
<td>-</td>
<td>Portability</td>
<td>-</td>
<td>-</td>
<td>Anonymity of Presence</td>
</tr>
</tbody>
</table>

Table 2 - Privacy requirements for healthcare

(Avancha et al., 2012), extend the work of (Kotz et al., 2009) and propose a comprehensive list of ten principles and respective properties (see Table 2):

1. **Openness & transparency**: Inform patients, enable patients to review storage and use of their PHI, enable patients to control, through informed consent.
2. **Purpose specification**: Inform Patients, limit collection and storage of PHI, limit use and disclosure of PHI to those purposes previously specified and consented.
3. **Collection limitation & data minimization**: Enable patients to control, through informed consent, limit collection and storage of PHI, limit use and disclosure of PHI to those purposes previously specified and consented.
4. **Use limitation**: Limit use and disclosure of PHI to those purposes previously specified and consented.
5. **Individual participation & control**: Enable patients to review storage and use of their PHI, enable patients to control, through informed consent.

6. **Data quality & integrity**: Provide access to PHI, ensure quality of PHI.

7. **Security safeguards & controls**: Apply suitable technical and managerial countermeasures.

8. **Accountability & remedies**: Support accountability through robust mechanisms, support mechanisms to remedy effects of security breaches or privacy violations.

9. **Patient Access to Data**: Provide access to PHI and


In addition, several authors outline other or similar privacy requirements in the context of healthcare, based on the type of information transmitted and the available solutions used for that purpose (e.g. frameworks, devices, models, etc.). Both (Deng et al., 2011) and (Fang and Zhu, 2010) focus on the preservation of the **unlinkability** and **anonymity** of the transmitted and stored data and the **content awareness** of the patient, while the former also points out the **policy and consent compliance** of the whole system used, in parallel with security and privacy requirements regarding home healthcare applications in the cloud. In a more descriptive approach, (Gates and Bishop, 2010) result in the following requirements when combining healthcare deliverance via social networks:

- Information (e.g. name, address, social security number, etc.) should **uniquely be associated** with each specific individual (i.e. data sanitization problem).
- Information **should not be disseminated without the consent** of the patient.
- **Governance** issues (e.g. laws, customs, and other matters) may override the previous control.

Regarding privacy in a UbiComp system, (Dritsas et al., 2006) suggest baseline privacy protection principles, originated from (Langheinrich, 2001). Such principles are outlined as follows:

1. **Notice**: Users should always be aware of the collection of their personal data.
2. **Choice & consent**: Users should have the choice of carrying out, or not, of their personal data.
3. **Proximity**: The collection of data from a user device should only occur when the user is present.
4. **Locality**: Processing and access to data should only be done within the space they were collected.
5. **Anonymity & pseudonymity**: Whenever the user's identity is not required or whenever the user does not consent, anonymity or pseudonymity services should be provided for.
6. **Security**: There should be security mechanisms, which provide adequate protection for collected data.
7. **Access & resource**: Access to user data should only be allowed to authorized persons. There should be regulatory means for the protection of a user against non-compliance.

Similarly, (Rui and Lui, 2010) examine the privacy perceptions of both patients and clinicians/practitioners. They examine how access to the data in an EHR system should be managed and controlled. For example, a patient should be able to restrict access to her EHR if she does not want to reveal such information to family members or healthcare providers and, at the same time, the authenticity of EHR with respect to content authentication and source verifiability should be addressed. On the other hand, clinicians should apply mechanisms to obtain patients’ information from multiple EHR repositories accurately, securely, and timely. Furthermore, access to historical medical records should be, in general, granted to a practitioner if both the patient’s consent and authorization from the respective Care Delivery Organization (CDO) are granted.

(Giannetos et al., 2011) distinguish privacy, integrity, and policy issues. They describe **privacy** requirements in the form of questions: **who is asking for the data?** (identity), **how much does the data reveal about me?** (granularity), **how long will the data be retained?** (time). Regarding **integrity**, they point out that the adversary can be both an outsider and an insider. As the personal nature of information significantly increases the interest in launching an attack (i.e. data authentication problem), such sensitive data should be delivered with the assurance that no intermediate users have tampered with them. Regarding **policy**, synergy between policies and technologies entails all of the challenges of interdisciplinary cooperation, the included parties should determine
which issues are best addressed by policy or technology, while policy language can be used in order to express users preferences in a readable format, in case of a complex environment.

In a similar approach (Oladimeji et al., 2011), privacy is achieved when (a) the involved applications confer the ownership and control over disclosure to the principal of that information (Venkatasubramanian and Gupta, 2006), and (b) individual patients have high level of control in deciding who accesses their health information, for what purpose, and under what conditions, while (c) the need for information by health-care personnel, whose identities may not be known in advance, can potentially conflict with privacy, in an emergency response situation. Regarding integrity, data transmission potentially increases integrity vulnerability in this domain (Stajano, 2010) as Ubicomp introduces non-traditional data communication interfaces (e.g. touch-screen icons, voice, infrared signals, direct electrical signals, ad-hoc wireless networks, etc.). Thus, the interchange of the EHR over ad-hoc and pervasive communication channels is susceptible to data harvesting by malicious (passive attacker), while data can be distorted by spurious signals from a malicious (active) attacker.

It is equally important to outline which challenges a patient faces regarding health identity and anonymity. (Mohammed et al., 2009) argues that if a record is so specific that not many patients match it, then releasing the data may lead to linking the anonymous HER to a patient. If a sensitive value occurs together with some Quasi-Identifier attributes frequently, then sensitive information can be inferred from such attributes even though the exact record of the patient cannot be identified. (Ahamed et al., 2007) provide two indicative scenarios regarding privacy violation and information leakage in a healthcare context from which they induce the following challenges: (a) patient authorization is needed to access her EHR, but only on a need-to-know basis, while (b) doctors/healthcare service providers hold the right to restrict access to prediction information, which may be kept secret for the sake of analysis and can only be revealed to the patient, upon request, after the end of treatment.

The above mentioned elements of the privacy issue are generally depicted for healthcare systems, but they can be applied to a healthcare environment, as well. A corresponding list of requirements for healthcare in a smart home would include the following requirements (extends (Avancha et al., 2012)):

R1 - Openness and transparency: Patients should have knowledge about: PHI collected, purpose of use, identity of persons who can access/use it, PHI location, duration of preservation and how to obtain access and control to it.

R2 - Purpose specification: The purpose of PHI collection should be specified at the time of collection, while the subsequent use should be limited to those purposes.

R3 - Collection limitation and data minimization: Lawful and fair means should be used for PHI collection; collection should be limited to the PHI necessary to carry out the specified purpose. A patient must authorize such an activity and decide on its approval or rejection, while maintaining knowledge of the included parties.

R4 - Use Limitation: Information policies and practices should maintain compliance of the involved activities to the initial specified purposes.

R5 - Individual participation and control: Patients should control access to their PHI. They need to know: who is storing what information on them, how that information is being used, to whom it is disclosed.

R6 - Data quality and integrity: PHI should be collected in correlation with the intended use purposes and be accurate, complete, and up-to-date. Transmitted data must be protected (e.g. vulnerability protection of the used machines) for integrity preservation.

R7 - Security safeguards and controls: Adequate safeguards should be in use for the protection of PHI against existing threats (e.g. modification, disclosure, etc.).

R8 - Accountability and remedies: Accountability should be retained among the parties responsible for PHI, while remedies should also exist to address security breaches or privacy violations.

R9 - Patient access to data: Patients should obtain access to their PHI in a readable electronic format and be able to modify them, while annotating records submitted by others.

R10 - Patient’s location: The location of the monitored patient should be private and protected against disclosure, deliberate or not.

R11 - Anonymity of the patient’s data: PHI should be collected and processed in an anonymous way.

R12 - Unlinkability of the patient’s data: PHI should preserve unlinkability to the patient. A party should not be able to trace back to the patient based on intercepted data. Such a requirement is opposed to the unique records
problem, where a patient is easily identified due to the uniqueness of her data (e.g. a record is so specific that not many patients match it).

**R13 - Law and policy compliance: Relevant laws, acts, initiatives, etc. (e.g. HIPAA, ARRA), as well as the defined policies should preserve their compliance among all the available elements of the environment (e.g. roles, information, solutions, frameworks, etc.).**

These requirements can be grouped in four main classes: Anonymity and unlinkability (R11 and R12), Policy and law compliance (R2, R3, R4, R13), Patient's control over the data (R1, R5, R9, R10), and Security countermeasures (R6, R7, R8).

### 3. Privacy solutions for smart homes

While the literature presents few privacy approaches for smart home solutions, some approaches do exist. For example (Park, 2011) proposes a privacy protection framework regarding RFID services that are today used in smart homes. The goal of the framework is to allow patients to control the personal information transmitted via such a service and the following privacy-related safeguards are outlined:

1. Preservation of **confidentiality, integrity** and **entity's authorization** through privacy protection systems,
2. Mobile RFID application and content provides detailed **access control mechanisms** that can manage object information, log data, and personal information by user group,
3. Mobile RFID application and contents provision systems:
   a. Communicate with RPS systems through **secure communication paths**.
   b. Provide **auditing functions** with stronger privacy based on the privacy protection policy that each individual user defined in the RPS system.
   c. **Manages personal privacy information** based on the rules that individual users defined in the Rapid Prototyping System while the system operators are obliged to protect personal privacy information in earnest.
   d. Have a mechanism to **negotiate privacy policies** with mobile RFID terminals to prevent them from gathering personal information.

A classification of the privacy levels is also proposed. The range of the privacy level ranges from no provided privacy protection (level 0) to full privacy protection (level 10). Levels 1 to 9 are separated into **low level** (1-3) where most information is disclosed, **medium level** (4-6), where object information and history are disclosed, and **high level** (7-9), where only part of the object information and object category are disclosed.

Regarding cloud oriented healthcare systems, (Rui and Lui, 2010) propose an EHR security reference model that includes privacy preserving solutions on behalf of the patient. The model consists of three core components, i.e. **secure collection and integration**, **secure storage and access management**, and **secure usage model**. Any transmitted information between two parties should be encrypted via established security protocols (e.g. SSL, TLS, IPSec, etc.), while:

- EHR **authenticity and integrity** must be verified through validating the signature of the EHR owner.
- The **structure and format of composite EHR** should be defined in a way that EHR of different formats from different CDO can be easily and correctly integrated into a composite EHR but also data encryption and access control of individual EHRs can be incorporated without compromises.

The conflict between privacy and the need for immediate access to EHR in emergency situations is still an open issue. (Liang et al., 2011) proposed a **privacy-preserving scheme**, called PEC, which transmits patient’s data to nearby helpers in emergency situations via the use of Mobile Healthcare Social Networks. More specifically, it collects all the emergency data (e.g. location, health record, physiological condition, etc.) and establishes a call to the nearby physician by transmitting the gathered information. The security benefits of such approach focus on the guarantee of the availability of the patient’s PHI in parallel with the preservation of her privacy. PEC uses encryption to hide transmitted information (generation phase) on the patient’s side, while a decryption operation (verification phase) on the PHI by itself is performed on the physician’s side.
A similar solution for emergency situations is proposed by (Fang and Zhu, 2010) and is based on anonymous credential, pseudorandom number generator (PRNG), and proof of knowledge. A commitment phase, a signature phase, and a credential derivation phase are used to create anonymous credentials. PRNG reduces the extra communication and storage overhead incurred in encrypting the entire data, while proof of knowledge provides assistance when it is necessary to retrieve data regarding the patient’s condition from the PRNG (emergencies).

(Gritzalis, 2004) propose Privacy Protector (PP) for HIT systems, which can be used to embed Privacy Enhancing Technologies (PET) in the development process of an application. The approach includes (a) mediation of a privacy protection conceptual entity, which renders the user capable of withholding his real identity, (b) Simplicity of the underlying infrastructure, provided that PP services are embedded within the IT application development process, (c) limitation in the number of trusted entities, since a user has to trust only the is he is currently making use of, (d) limited exposure of personal data to unprotected communication lines, (e) control and responsibility of protecting personal data lies with the user, and (f) an easy-to-apply legal framework.

(Tentori et al., 2006) focus on privacy through the use of ubiquitous computing within a hospital environment, an approach that could be transferred in a ubiquitous smart home, as well. An architecture is proposed which allows the identification of different levels of the Quality of Privacy (QoP), similarly to the Quality of Service (QoS) concept. More specifically, the user demands a certain level of QoP, which is based on contextual variables and the degree of privacy desired while using the ubiquitous application. The architecture is supported by:

- An ontology to manage QoP consisting of events, conditions and actions.
- An agent, called broker, which handles the communication between the users.
- A context-aware privacy c-filter, which filters the communication between the user and the broker.
- A context-aware privacy s-filter, which filters the communication between the broker and other agents (e.g. services, devices, etc.).
- A protocol to preserve privacy, based on the extension of the SALSA framework (Rodriguez et al., 2005).
- And a location-aware migration component, based on (Amaya et al., 2005), which allows users to seamlessly transfer information to any device in the vicinity (e.g. PC).

(Bhatti and Grandison, 2007) propose a privacy management architecture, called PRIMA, which focuses on using policy refinement techniques to improve the coverage of the privacy policy. While this approach is not healthcare specific, it addresses the policy coverage problem in healthcare (i.e. Break the Glass), which is due to the over-reliance on the bypassing of security controls to access sensitive medical information. Further approaches include generic security recommendations for privacy in smart homes. For instance, (Katzenbeisser and Petkovic, 2008) comment on how the use of privacy enhanced protocols protect patient’s privacy among e-health services that are either bound to traditional healthcare privacy laws (e.g. HIPAA), or not. Similarly, individual security countermeasures are proposed in (Giannetsos et al., 2011; Fang and Zhu, 2010):

- Anonymity: Anonymization techniques, enhanced user control, decision making, participatory design
- Integrity: Data validation, keyed secure hash function, digital signatures, group signatures, verification protocols, symmetric-key-based message authentication code, watermarking techniques
- Confidentiality: Link/Network layer encryption, access control
- Unlinkability: Produce ciphertexts that appear random

4. Evaluation of privacy in smart home healthcare solutions

In the previous sections we defined privacy requirements for smart home healthcare environments and reviewed existing privacy solutions for this context. Table 3 maps the reviewed solutions/frameworks to privacy requirements. Note that some solutions imply other requirements, but such information was not present or clear and it is not depicted on the table. The table serves as a tool for identifying research priorities and challenges.

Data quality and integrity (R6) and security safeguards and controls (R7) are considered as top priority, mainly because they derive by other fields of information security, which do not focus mainly on privacy. Purpose specification (R2), and protecting the patient’s location (R10), remain the least addressed requirements. The proposed solutions can be applied to several healthcare technological solutions, including smart homes.
### Table 3 – Framework/Solution and Privacy Requirement Map

<table>
<thead>
<tr>
<th>Privacy Framework/Solution</th>
<th>Requirement</th>
<th>R1</th>
<th>R2</th>
<th>R3</th>
<th>R4</th>
<th>R5</th>
<th>R6</th>
<th>R7</th>
<th>R8</th>
<th>R9</th>
<th>R10</th>
<th>R11</th>
<th>R12</th>
<th>R13</th>
</tr>
</thead>
<tbody>
<tr>
<td>National Framework (HHS, 2008)</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Health Privacy Project (HPP, 2007)</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Common Framework (Markle, 2008)</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Certification Criteria (CCHIT, 2008)</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Mhealth Privacy Framework (Avancha et al., 2012)</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>RFID Privacy Protection Framework (Park, 2011)</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>EHR Security Model (Rui and Lui, 2010)</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Privacy-preserving Scheme (Liang et al., 2011)</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Privacy and emergency response solution (Fang and Zhu, 2010)</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Privacy Protector (Gritzalis, 2004)</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Quality of Privacy (Tentori et al., 2006)</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Privacy Management Architecture (Bhatti and Grandison, 2007)</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Generic Privacy Recommendations (Katzenbeisser and Petkovic, 2008)</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>(Giannetsos et al., 2011)</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>(Fang and Zhu, 2010)</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

| Coverage (%) | 26.70 | 13.40 | 20.00 | 5.30 | 3.30 | 80.00 | 8.70 | 40.00 | 3.30 | 6.70 | 3.30 | 20.00 | 20.00 |

5. Conclusions

A smart home healthcare environment faces several privacy threats and risks that need to be addressed due to the sensitive nature of the transmitted patient information. This chapter presented the privacy requirements that need to be met in such an environment. Existing privacy research for healthcare has been reviewed, highlighting the challenges in smart home healthcare (e.g. anonymity, integrity, etc.), as well as existing solutions.

Indicative types of smart healthcare technologies include (Athavale, 2011) **simple devices** (blood glucometers, blood pressure monitors, oximeters, etc.) which provide standardized outputs for specific physiological conditions, **intelligent applications or software** capable of analyzing and processing body signals, **sensor integrated smart devices** (smartphones and gaming devices), **wearable sensors** (e.g. T-Shirts, wrist straps, etc.) and **other devices** exclusively manufactured for the purpose of body signal monitoring/processing (e.g. mainframe computers, tablets, etc.). Each of these categories poses different challenges when their designers attempt to comply with the above privacy requirements. A comprehensive study of the controls needed in order to achieve each requirement for such device types is the direction that smart home developers need to follow in order to ensure privacy for their solutions. One of the main challenges that need to be addressed is the conflict between legal restrictions, individual human rights and the need for immediate access to a patient’s data when his health is at stake, which in the case of smart home entails the violation of the sanctuary of his home. Ultimately, smart (home) healthcare requires a best practice guide, outlining both the technical and procedural countermeasures required in order to maintain privacy, taking into account modern technology environments, such as the cloud, smartphones and ubiquitous equipment, which are gradually incorporated in smart healthcare solutions.
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