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"ȼ ɏɔəɟɘůɖ ŭɘŭŬəŰɞɟɘəɐɠ ŭɘŬŰɟɘɓɐɠ ɡˊɧ Űɞɡ ɇɛɐɛŬŰɞɠ Ʉɚɖɟɞűɞɟɘəɐɠ Űɞɡ Ƀɘəɞɜɞɛɘəɞɨ ɄŬ-

ɜŮˊɘůŰɖɛɑɞɡ ȷɗɖɜɩɜ ŭŮɜ ɡˊɞŭɖɚɞɑ Ŭˊɞŭɞɢɐ Űɤɜ ɔɜɤɛɩɜ Űɞɡ ůɡɔɔɟŬűɏɤɠ.ò 
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H ˊŬɟɞɨůŬ ɏɟŮɡɜŬ ɏɢŮɘ ůɡɔɢɟɖɛŬŰɞŭɞŰɖɗŮɑ Ŭˊɧ Űɖɜ ȺɡɟɤˊŬɥəɐ Ȱɜɤůɖ (ȺɡɟɤˊŬɥəɧ Ⱦɞɘɜɤ-

ɜɘəɧ ɇŬɛŮɑɞ - ȺȾɇ) əŬɘ Ŭˊɧ Ůɗɜɘəɞɨɠ ˊɧɟɞɡɠ ɛɏůɤ Űɞɡ ȺˊɘɢŮɘɟɖůɘŬəɞɨ ɄɟɞɔɟɎɛɛŬŰɞɠ çȺə-

ˊŬɑŭŮɡůɖ əŬɘ ȹɘŬ ȸɑɞɡ ɀɎɗɖůɖè Űɞɡ Ⱥɗɜɘəɞɨ ɆŰɟŬŰɖɔɘəɞɨ ɄɚŬɘůɑɞɡ ȷɜŬűɞɟɎɠ (ȺɆɄȷ) - 

ȺɟŮɡɜɖŰɘəɧ ɉɟɖɛŬŰɞŭɞŰɞɨɛŮɜɞ Ȱɟɔɞ: ȼɟɎəɚŮɘŰɞɠ ȽȽ . Ⱥˊɏɜŭɡůɖ ůŰɖɜ əɞɘɜɤɜɑŬ Űɖɠ ɔɜɩůɖɠ 

ɛɏůɤ Űɞɡ ȺɡɟɤˊŬɥəɞɨ Ⱦɞɘɜɤɜɘəɞɨ ɇŬɛŮɑɞɡ. 
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Abstract 

Smartphones as ubiquitous devices interweave into our lives and have managed to become 

óSwiss army knifeô devices, by gradually replacing devices that were used in the past for lei-

sure and business purposes (such as cameras, alarms, PDAs, etc.). The daily activities of 

smartphone users diverge from traditional activities of a cell phone (e.g. phone calls and tex-

ting), as today users mainly access the Web with their devices and execute third-party apps 

(mostly games).  

As multipurpose devices, smartphones create, store, and process multiple and heterogene-

ous data. These data vary in type according to the deviceôs use (e.g. personal, business, gov-

ernmental, etc.) and are also augmented with sensor data (e.g. GPS, accelerometer), which 

provide the usersô surroundings (i.e. their context). Thus, a smartphone as a device is a great 

source of data related with its owner. Also, smartphones are personalized devices, since they 

are used as a single-user device and enable their owner to carry them all the time due to their 

small size. 

The proliferation of smartphones happened in parallel with the proliferation of third party 

smartphone applications (hereinafter apps). Smartphone apps are distributed in a centralized 

fashion via app market-places (such as Google Play, App Store). This centralized distribution 

of smartphone apps has introduced a new (profitable) business model, which quickly attracted 

different and unknown developers.  

The proliferation of smartphones and their respective applications introduced new chal-

lenges to information security. This holds true, since they often have limited resources that 

restrict the capabilities of traditional security controls, as well as a security model that hinders 

their availability. At the same time, smartphone users have been accustomed to use mobile 

telephony services with feature phones in an environment that was almost free of the threats 

that are prevalent in desktop computing (e.g. malware, phishing, etc.).  

However, the proliferation of smartphone applications and, along with them, the increasing 

presence of privacy violating apps in official app marketplaces (e.g. Google Play), pose a 

significant security and privacy risk for smartphone users. Moreover, smartphone users are 

exposed to risks while browsing the web. Apart from the traditional client side attacks (e.g. 

XSS, CSRF), nowadays cybercriminals more often facilitate browser exploitation frameworks 

(e.g. Blackhole exploit kit, Phoenix, etc.), which target zero-day vulnerabilities in web brows-

ers. The deviceôs mobility and small size increase the likelihood of unauthorized access to the 

device. This holds true, due to the mobility of the device, usersô data are exposed to the threat 

of unauthorized access from different subjects (e.g. friends, colleagues, unknown subjects, 

etc.). Moreover, the mobility and small size of the device increase the likelihood of device 

loss or theft.  
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Under the aforementioned circumstances, it is obvious that smartphone users must be pro-

tected against security and privacy violations. Smartphones include data that can identify a 

user, her preferences and habits or more sensitive information, such as her political or reli-

gious beliefs, her physical or mental health, her sexual life and others. This data source, if 

maliciously collected, can be used by attackers in order to increase their revenues (e.g. 

blackmail, profiling). In this context, the security model of a smartphone has a rather contra-

dicting goal. It must not be too restrictive, deterring users as well as developers to enter its 

ecosystem. At the same time, the security model of a smartphone must provide a secure eco-

system by offering mechanisms that protect usersô security and privacy.  

ñSecurity is a chain; itôs only as secure as the weakest linkò. The weakest link in the securi-

ty chain, from the popular quote from Bruce Schneier, is often the user in most computing 

platforms. This stems from the fact that security controls often create usability problems that 

users try to circumvent by lowering the offered security.  

However, the security models of smartphones expect a security concerned user who is able 

to protect her security and privacy. More specifically, regardless of how strict and centralized 

(ówalled gardenedô) the security model of a platform may be, it delegates users to make in-

formed security decisions for app access to protected resources. These security decisions are 

crucial for the security and privacy of users, considering the restricted capabilities offered by 

security software, which stem from the same restrictions of the security model (i.e. the sand-

box).  

This work questions the validity of this expectation of the smartphone security models. It 

explores the current state of protection of the usersô security and privacy that is offered by 

smartphones. This work differentiates from the mainstream security literature, which: (a) fo-

cuses mainly on the ónuts and boltsô of smartphones, ignoring the userôs perceptions and prac-

tices, and (b) more often includes security controls that require a lot of effort and technical 

skills for their installation and configuration, i.e. the device must be rooted or ójailbrokenô for 

their installation as components of the operating system, or the configuration of the mecha-

nisms presupposes the usersô deep understanding of the security modelôs details.  

In this context, this work explores the security posture of users regarding on-device securi-

ty. Users are found to be ill -prepared to make informed security decisions, as they ignore se-

curity indicators (such as security prompts, appôs reputation and reviews). Moreover, users 

ignore pre-installed security controls (e.g. device locking), as well as do not install new third 

party controls in their device. This security posture is, obviously, opposite to the expectations 

of smartphonesô security models and, therefore, smartphone users are exposed to malware and 

unauthorized physical access. Also, the security controls that are offered in smartphone 

browsers are surveyed. Our findings reveal that common security controls, which are availa-

ble in desktop browsers, are unavailable in their smartphone counterparts. As a result, users 
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are not protected from common web threats such as rogue sites (i.e. sites serving malware or 

hosting phishing scams). Moreover, the default security settings of (smartphone) browsers 

offer poor out-of-the-box protection against privacy threats (e.g. user profiling, tracking). 

Finally, by performing a taxonomy of smartphone data and reviewing smartphonesô security 

models, it is discovered that a category of smartphone data exists, the sensor data, which can 

be transparently collected by any third-party Android application, i.e. without the user being 

able to control or be notified about this access. 

To raise the bar of smartphone security, this dissertation proposes safeguards that do not 

require technical expertise from users and utilize their input. Specifically, a risk assessment 

method tailored for smartphones and a method for privacy impact assessment of apps that 

users install from Google Play are proposed. Furthermore, a prediction model that identifies 

security unaware users is implemented. 

Finally, as a case study, this work utilizes the lessons learned while studying Androidôs se-

curity model. It explores whether ï and under which circumstances - sensor data can be col-

lected from law enforcement to combat crime. To this end, a forensic scheme is designed and 

implemented, which allows remote, ad-hoc acquisition of (potential) evidence from 

smartphones and hinders its misuse from law enforcement or malicious individuals. 

 This work provides evidence suggesting that more work is required for the protection of 

the usersô security and privacy, while they use smartphones in their daily activities. 
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Extended abstract (in Greek) 

ɇŬ çɏɝɡˊɜŬ əɘɜɖŰɎè (ŮűŮɝɐɠ smartphones) ŬˊɞɚŬɛɓɎɜɞɡɜ ɞɚɞɏɜŬ əŬɘ ˊŮɟɘůůɧŰŮɟɖ Ŭˊɞ-

ŭɞɢɐ Ŭˊɧ Űɞɡɠ ɢɟɐůŰŮɠ əŬɘ ŰŮɑɜɞɡɜ ɜŬ ŬɜŰɘəŬŰŬůŰɐůɞɡɜ Űɞɡɠ ˊɟɞəŬŰɧɢɞɡɠ Űɞɡɠ, ŰŬ ůɡɛɓŬŰɘ-

əɎ əɘɜɖŰɎ (ŮűŮɝɐɠ feature phones). ȺɑɜŬɘ ɢŬɟŬəŰɖɟɘůŰɘəɧ ɧŰɘ Űɞ 2013 ɔɘŬ ˊɟɩŰɖ űɞɟɎ Ŭˊɧ 

Űɖɜ ŮɘůŬɔɤɔɐ Űɞɡɠ ɤɠ ˊɟɞɥɧɜ, ɞɘ ˊɤɚɐůŮɘɠ Űɞɡɠ ɝŮˊɏɟŬůŬɜ ŬɡŰɏɠ Űɤɜ feature phones. ȼ Ŭɡ-

ɝŬɜɧɛŮɜɖ ŭɖɛɞŰɘəɧŰɖŰŬ Űɞɡɠ ůŰɞ əɞɘɜɧ ɞűŮɑɚŮŰŬɘ əɡɟɑɤɠ ůŰɘɠ ˊɟɞɖɔɛɏɜŮɠ ï ůŮ ůɢɏůɖ ɛŮ ŰŬ 

feature phones - ŭɡɜŬŰɧŰɖŰŮɠ ŮˊŮɝŮɟɔŬůɑŬɠ əŬɘ ŭɘəŰɨɤůɖɠ, ůŰɘɠ ˊɞɚɚŬˊɚɏɠ ŭɡɜŬŰɧŰɖŰŮɠ ˊɞɡ 

ˊɟɞůűɏɟɞɡɜ ɛɏůɤ Űɤɜ ŮűŬɟɛɞɔɩɜ ŰɟɑŰɤɜ (third party apps, ŮűŮɝɐɠ ŮűŬɟɛɞɔɏɠ), Űɞ ɛɘəɟɧ 

ɛɏɔŮɗɧɠ Űɞɡɠ əŬɘ Űɞ ɞɚɞɏɜŬ ɛŮɘɞɨɛŮɜɞ əɧůŰɞɠ Űɞɡɠ.  

 ȿɧɔɤ Űɖɠ ɏɜŰɞɜŬ ŭɘŮɘůŭɡŰɘəɐɠ űɨůɖɠ Űɤɜ smartphones, ɞɘ ɡˊɖɟŮůɑŮɠ ˊɞɡ ˊŬɟɏɢɞɡɜ ŬˊŮɡ-

ɗɨɜɞɜŰŬɘ ůŮ ɏɜŬ ŮɡɟɨŰŬŰɞ əɞɘɜɧ əŬɘ ŮˊɖɟŮɎɕɞɡɜ ůŮ ůɖɛŬɜŰɘəɧ ɓŬɗɛɧ Űɘɠ əŬɗɖɛŮɟɘɜɏɠ ŭɟŬ-

ůŰɖɟɘɧŰɖŰɏɠ Űɞɡ (ˊɢ. ŮˊɘəɞɘɜɤɜɑŬ, ɡɔŮɑŬ, əŰɚ.). Ƀɘ ŭɟŬůŰɖɟɘɧŰɖŰŮɠ ŬɡŰɏɠ Ŭˊɞəɚɑɜɞɡɜ Ŭˊɧ Űɘɠ 

çˊŬɟŬŭɞůɘŬəɏɠè ŭɟŬůŰɖɟɘɧŰɖŰŮɠ Űɤɜ ɢɟɖůŰɩɜ əɘɜɖŰɐɠ ŰɖɚŮűɤɜɑŬɠ. Ʉɘɞ ůɡɔəŮəɟɘɛɏɜŬ, ůɨɛ-

űɤɜŬ ɛŮ ɛŮɚɏŰɖ Űɖɠ O2 (O2, 2012), ɞɘ ɢɟɐůŰŮɠ Űɤɜ smartphones ůɡɜŭɏɞɜŰŬɘ ůŰɞ web (ˊɢ. ůŮ 

ɘůŰɞůŮɚɑŭŮɠ əɞɘɜɤɜɘəɐɠ ŭɘəŰɨɤůɖɠ) əŬɘ ŮəŰŮɚɞɨɜ ŮűŬɟɛɞɔɏɠ ŰɟɑŰɤɜ (əɡɟɑɤɠ ˊŬɘɢɜɑŭɘŬ) ˊɘɞ 

ůɡɢɜɎ Ŭˊɧ Űɞ ɜŬ ˊɟŬɔɛŬŰɞˊɞɘɞɨɜ əɚɐůŮɘɠ əŬɘ ɜŬ ůŰɏɚɜɞɡɜ ůɨɜŰɞɛŬ ɔɟŬˊŰɎ ɛɖɜɨɛŬŰŬ. 

ɆŮ ŬɜŰɑɗŮůɖ ɛŮ Űɞɡɠ ɖɚŮəŰɟɞɜɘəɞɨɠ ɡˊɞɚɞɔɘůŰɏɠ, ɖ ŭɘŬɜɞɛɐ Űɤɜ ŮűŬɟɛɞɔɩɜ Űɤɜ smart-

phone ɟ́ŬɔɛŬŰɞˊɞɘŮɑŰŬɘ əŮɜŰɟɘəɞˊɞɘɖɛɏɜŬ ɛɏůɤ Űɤɜ ŬˊɞɗŮŰɖɟɑɤɜ ŮűŬɟɛɞɔɩɜ (ŮűŮɝɐɠ app 

marketplaces), ɧˊɤɠ Űɞ Google Play əŬɘ Űɞ App Store. H ŮɡɢɟɖůŰɑŬ ˊɞɡ ˊŬɟɏɢɞɡɜ ŰŬ app 

marketplaces ůŰɞɡɠ ɢɟɐůŰŮɠ, Űɧůɞ ůŰɖɜ ŮɨɟŮůɖ ɧůɞ əŬɘ ůŰɖɜ ŮɔəŬŰɎůŰŬůɖ ŮűŬɟɛɞɔɩɜ, ůɡ-

ɜɏɓŬɚŮ ůŰɖɜ ŮɝɎˊɚɤůɖ Űɞɡɠ. ȺɑɜŬɘ ɢŬɟŬəŰɖɟɘůŰɘəɧ ɧŰɘ Űɞ 2013 ɞɘ ɢɟɐůŰŮɠ Űɤɜ ŭɡɞ ŭɖɛɞűɘ-

ɚɩɜ app marketplaces (ŭɖɚ. Űɞɡ Google Play əŬɘ Űɞɡ App Store) ŮɔəŬŰɏůŰɖůŬɜ ůɡɜɞɚɘəɎ ůŰɘɠ 

ůɡůəŮɡɏɠ Űɞɡɠ ˊɎɜɤ Ŭˊɧ ŮəŬŰɧ ŭɘůŮəŬŰɞɛɛɨɟɘŬ ŮűŬɟɛɞɔɏɠ. 

ȷɡŰɐ ɖ ɏɜŰɞɜɖ ŭɘŮɘůŭɡŰɘəɧŰɖŰŬ Űɤɜ smartphones ůŰɖɜ əŬɗɖɛŮɟɘɜɧŰɖŰŬ Űɤɜ ɢɟɖůŰɩɜ ŮɘůɎ-

ɔŮɘ, ˊŬɟɎɚɚɖɚŬ, əŬɘɜɞűŬɜɐ ɕɖŰɐɛŬŰŬ ŬůűɎɚŮɘŬɠ əŬɘ ɘŭɘɤŰɘəɧŰɖŰŬɠ. ȾŬŰŬɟɢɐɜ, ɖ Ŭɡɝɖɛɏɜɖ 

ŭɖɛɞŰɘəɧŰɖŰŬ Űɤɜ ŮűŬɟɛɞɔɩɜ ŰɟɑŰɤɜ əŬɘ Űɤɜ app marketplaces ŮɑɢŮ ɤɠ ŬˊɞŰɏɚŮůɛŬ ŰŬ ŰŮɚŮ-

ɡŰŬɑŬ ɜŬ ɢɟɖůɘɛɞˊɞɘɖɗɞɨɜ Ŭˊɧ əŬəɧɓɞɡɚɞɡɠ ɢɟɐůŰŮɠ ɤɠ ɛɏůɞ ŭɘŬɜɞɛɐɠ ɘɞɛɞɟűɘəɞɨ ɚɞɔɘů-

ɛɘəɞɨ. (McAfee, 2010; Zhou and Jiang, 2012; Zhou et al., 2012a; Zhou et al, 2013a; Egele et 

al., 2011; Han et al., 2013; Wang et al., 2013; Werthmann et al., 2013). 

Ƀɘ ɢɟɐůŰŮɠ Űɤɜ smartphones ɏɢɞɡɜ Űɖ ůɡůəŮɡɐ ůɡɜŮɢɩɠ ɛŬɕɑ Űɞɡɠ, ɚɧɔɤ Űɞɡ ɛɘəɟɞɨ Űɖɠ 

ɛŮɔɏɗɞɡɠ, əŬɘ ŬˊɞɗɖəŮɨɞɡɜ ůŮ ŬɡŰɐ ŭŮŭɞɛɏɜŬ ˊɞɡ Ŭɝɑɕɞɡɜ ɜŬ ˊɟɞůŰŬŰŮɡŰɞɨɜ Ŭˊɧ ɛɖ Ůɝɞɡ-

ůɘɞŭɞŰɖɛɏɜɖ (űɡůɘəɐ) ˊɟɧůɓŬůɖ. ȼ ŭɡɜŬŰɧŰɖŰŬ ɛŮŰŬűɞɟɎɠ Űɖɠ ůɡůəŮɡɐɠ ŬɡɝɎɜŮɘ Űɖɜ ˊɘɗŬ-

ɜɧŰɖŰŬ ɛɖ ŮɝɞɡůɘɞŭɞŰɖɛɏɜɖɠ ˊɟɧůɓŬůɖɠ ůŮ ŬɡŰɎ ŰŬ ŭŮŭɞɛɏɜŬ Ŭˊɧ ŭɘŬűɞɟŮŰɘəɎ ɡˊɞəŮɑɛŮɜŬ 

(ˊɢ. ůɡɔɔŮɜŮɑɠ, űɑɚɞɡɠ, ůɡɜŬŭɏɚűɞɡɠ, ə.Ɏ.). Ⱥˊɘˊɚɏɞɜ, Űɞ ɛɘəɟɧ ɛɏɔŮɗɞɠ Űɖɠ ůɡůəŮɡɐɠ ůŮ 

ůɡɜŭɡŬůɛɧ ɛŮ Űɖ ŭɡɜŬŰɧŰɖŰŬ ɛŮŰŬűɞɟɎɠ Űɖɠ ŬɡɝɎɜŮɘ Űɖɜ ˊɘɗŬɜɧŰɖŰŬ ŬˊɩɚŮɘŬɠ ɐ əɚɞˊɐɠ Űɖɠ 

(CIO; Lookout, 2011b; The Telegraph). 
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Ƀɘ ɢɟɐůŰŮɠ ŮəŰɑɗŮɜŰŬɘ, Ůˊɑůɖɠ, ůŮ ŬˊŮɘɚɏɠ əŬŰɎ Űɖɜ ˊɚɞɐɔɖůɐ Űɞɡɠ ůŰɞ ŭɘŬŭɑəŰɡɞ (CISCO, 

2013a; Madrigal; SERT). ȷɡŰɏɠ əɡɛŬɑɜɞɜŰŬɘ Ŭˊɧ Űɖɜ ˊŬɟŬəɞɚɞɨɗɖůɖ Űɖɠ ˊɚɞɐɔɖůɖɠ Űɤɜ 

ɢɟɖůŰɩɜ ůŰɞ ŭɘŬŭɑəŰɡɞ (Madrigal), ɏɤɠ əŬɘ Űɖɜ ŮəɛŮŰɎɚɚŮɡůɖ ŬŭɡɜŬɛɘɩɜ Űɤɜ űɡɚɚɞɛŮŰɟɖ-

Űɩɜ (ŮűŮɝɐɠ browser) Ŭˊɧ ŬɡŰɞɛŬŰɞ́ɞɘɖɛɏɜŮɠ ɛɖɢŬɜɏɠ, ˊ.ɢ. Blackhole exploit kit. 

 ȹŮɜ ɗŬ ˊɟɏˊŮɘ ɜŬ ŭɘŬűŮɨɔŮɘ Űɖɠ ˊɟɞůɞɢɐɠ ɧŰɘ ŰŬ smartphones ɏɢɞɡɜ ˊŮɟɘɞɟɘůɛɏɜɞɡɠ ï ůŮ 

ůɢɏůɖ ɛŮ Űɞɡɠ ɖɚŮəŰɟɞɜɘəɞɨɠ ɡˊɞɚɞɔɘůŰɏɠ ï ˊɧɟɞɡɠ (ˊɢ. ɛˊŬŰŬɟɑŬ). ȷɡŰɧ əŬɗɘůŰɎ ŬŭɨɜŬŰɖ 

Űɖɜ ˊŮɟɘɞŭɘəɐ ŮəŰɏɚŮůɖ ŮűŬɟɛɞɔɩɜ ˊɞɡ ˊŬɟɏɢɞɡɜ ɡˊɖɟŮůɑŮɠ ŬůűɎɚŮɘŬɠ (ˊɢ. ˊŮɟɘɞŭɘəɐ ůɎ-

ɟɤůɖ Űɞɡ ŬˊɞɗɖəŮɡŰɘəɞɨ ɛɏůɞɡ ɔɘŬ ŮɨɟŮůɖ ɘɞɛɞɟűɘəɞɨ ɚɞɔɘůɛɘəɞɨ). Ⱥˊɘˊɚɏɞɜ, Űɞ ɛɞɜŰɏɚɞ 

ŬůűɎɚŮɘŬɠ Űɤɜ smartphones ŮɘůɎɔŮɘ ˊŮɟɘɞɟɘůɛɞɨɠ ŮəŰɏɚŮůɖɠ ůŮ ɧɚŮɠ Űɘɠ ŮűŬɟɛɞɔɏɠ, ɧůɞɜ 

ŬűɞɟɎ Űɖ ɚŮɘŰɞɡɟɔɘəɧŰɖŰŬ əŬɘ Űɖɜ ˊɟɧůɓŬůɖ ůŮ ˊɟɞůŰŬŰŮɡɛɏɜŬ ŭŮŭɞɛɏɜŬ. ȷɡŰɞɑ ɞɘ ˊŮɟɘɞ-

ɟɘůɛɞɑ ɘůɢɨɞɡɜ Ŭəɧɛɖ əŬɘ ɔɘŬ Űɘɠ ŮűŬɟɛɞɔɏɠ ˊɞɡ ˊŬɟɏɢɞɡɜ ɡˊɖɟŮůɑŮɠ ŬůűɎɚŮɘŬɠ (ˊɢ. antivi-

rus), ɛŮɘɩɜɞɜŰŬɠ Űɘɠ ŭɡɜŬŰɧŰɖŰŮɠ Űɞɡɠ (ˊɢ. ŬŭɡɜŬɛɑŬ ŮɘůŬɔɤɔɐɠ API hooks).  

ȼ ŮɟŮɡɜɖŰɘəɐ əɞɘɜɧŰɖŰŬ Űɖɠ ɔɜɤůŰɘəɐɠ ˊŮɟɘɞɢɐɠ Űɖɠ ŬůűɎɚŮɘŬɠ Űɤɜ smartphones ŮˊɘəŮ-

ɜŰɟɩɜŮŰŬɘ ůŰɖɜ ŰŮɢɜɞɚɞɔɑŬ, ŭɖɚŬŭɐ ŮˊɘəŮɜŰɟɩɜŮŰŬɘ ůŰɖɜ ŮɨɟŮůɖ ŬŭɡɜŬɛɘɩɜ əŬɘ ˊŬɟɞɢɐ ŰŮ-

ɢɜɞɚɞɔɘəɩɜ ɚɨůŮɤɜ. ȷɜŰɑɗŮŰŬ, ůŮ ŬɡŰɐ Űɖ ŭɘŬŰɟɘɓɐ ɛŮɚŮŰɎŰŬɘ Űɞ ŮˊɑˊŮŭɞ Űɖɠ ˊɟɞůűŮɟɧɛŮɜɖɠ 

ŬůűɎɚŮɘŬɠ əŬɘ ɘŭɘɤŰɘəɧŰɖŰŬɠ ůŰɞ ɢɟɐůŰɖ əŬɗɩɠ ɢɟɖůɘɛɞˊɞɘŮɑ Űɖ ůɡůəŮɡɐ Űɞɡ əŬɘ ˊɤɠ ɞ 

ɢɟɐůŰɖɠ Űɞ ŮˊɖɟŮɎɕŮɘ (ŬɟɜɖŰɘəɎ ɐ ɗŮŰɘəɎ).  

Ʉɘɞ ůɡɔəŮəɟɘɛɏɜŬ, ɛŮɚŮŰɎŰŬɘ ɖ Ŭɝɘɞˊɞɑɖůɖ ɐ ɛɖ Űɤɜ ŬɜŰɘɛɏŰɟɤɜ ˊɞɡ ˊŬɟɏɢɞɜŰŬɘ ůŰɞ 

ɢɟɐůŰɖ ɔɘŬ Űɖɜ ˊɟɞůŰŬůɑŬ Űɖɠ ŬůűɎɚŮɘŬɠ əŬɘ ɘŭɘɤŰɘəɧŰɖŰɎɠ Űɞɡ. ɇŬ ŬˊɞŰŮɚɏůɛŬŰŬ ɛŬɠ Ŭˊɞ-

ŭŮɘəɜɨɞɡɜ, ůŮ ŬɜŰɑɗŮůɖ ɛŮ Űɖɜ ˊɟɞůŭɞəɑŬ Űɤɜ ɛɞɜŰɏɚɤɜ ŬůűɎɚŮɘŬɠ Űɤɜ smartphones, ɧŰɘ ɞ 

ɢɟɐůŰɖɠ ŬɔɜɞŮɑ ŰŬ ŭɘŬɗɏůɘɛŬ ˊɟɞŮɔəŬŰŮůŰɖɛɏɜŬ ɐ ɛɖ ˊɟɞŮɔəŬŰŮůŰɖɛɏɜŬ ŬɜŰɑɛŮŰɟŬ. ɆɡɜŮˊɩɠ, 

ɞɘ ɢɟɐůŰŮɠ, ŮəŰɧɠ Ŭˊɧ ɏɜŬ ˊŮɟɘɞɟɘůɛɏɜɞ ɡˊɞůɨɜɞɚɞ Űɞɡɠ ˊɞɡ ŮɑɜŬɘ ŰŮɢɜɞɚɞɔɘəɎ əŬŰŬɟŰɘůɛɏɜɞ, 

ŮɑɜŬɘ ŮɡɎɚɤŰɞɘ ůŰɘɠ ŬˊŮɘɚɏɠ Űɖɠ ɛɖ ŮɝɞɡůɘɞŭɞŰɖɛɏɜɖɠ ˊɟɧůɓŬůɖɠ əŬɘ Űɞɡ ɘɞɛɞɟűɘəɞɨ ɚɞɔɘů-

ɛɘəɞɨ (malware). Ⱥˊɑůɖɠ, ɖ ɏɟŮɡɜɎ ɛŬɠ ŬˊɞŭŮɘəɜɨŮɘ ɧŰɘ ɞɘ ɢɟɐůŰŮɠ Űɤɜ smartphones ŮɑɜŬɘ 

ŮɝŬɘɟŮŰɘəɎ ŮɡɎɚɤŰɞɘ ůŰɘɠ ŬˊŮɘɚɏɠ Ŭˊɧ Űɞ ŭɘŬŭɑəŰɡɞ. ȷɡŰɧ ůɡɛɓŬɑɜŮɘ əŬɗɩɠ ɞɘ Ŭɟɢɘəɏɠ ɟɡɗɛɑ-

ůŮɘɠ ŬůűɎɚŮɘŬɠ Űɤɜ browsers ŭŮɜ ˊɟɞůűɏɟɞɡɜ ŮˊŬɟəɐ ŬůűɎɚŮɘŬ. Ⱥˊɘˊɚɏɞɜ, ˊɞɚɚɎ ŬɜŰɑɛŮŰɟŬ 

ˊɞɡ ˊŬɟɏɢɞɜŰŬɘ ůŰɞɡɠ browsers Űɤɜ ɡˊɞɚɞɔɘůŰɩɜ ŮɑɜŬɘ ɛɖ ŭɘŬɗɏůɘɛŬ ůŰɞɡɠ ŬɜŰɑůŰɞɘɢɞɡɠ Űɤɜ 

smartphones.  

ȼ ˊŬɟɞɨůŬ ŭɘŬŰɟɘɓɐ ˊɟɞŰŮɑɜŮɘ ŬɜŰɑɛŮŰɟŬ ˊɞɡ ɚŬɛɓɎɜɞɡɜ ɤɠ Ůɑůɞŭɞ ŭŮŭɞɛɏɜŬ əŬɘ ŬɜŰɘɚɐ-

ɣŮɘɠ Űɤɜ ɢɟɖůŰɩɜ, ɢɤɟɑɠ ůɡɜɎɛŬ ɜŬ ŬˊŬɘŰɞɨɜ Ŭˊɧ ŬɡŰɞɨɠ ɘŭɘŬɑŰŮɟŮɠ ŰŮɢɜɘəɏɠ ŭŮɝɘɧŰɖŰŮɠ. Ʉɘɞ 

ůɡɔəŮəɟɘɛɏɜŬ, ˊɟɞŰŮɑɜŮŰŬɘ ɛɏɗɞŭɞɠ ŬɜɎɚɡůɖɠ ŮˊɘəɘɜŭɡɜɧŰɖŰŬɠ Űɤɜ smartphones əŬɘ ɛɏɗɞŭɞɠ 

ŮəŰɑɛɖůɖɠ Űɖɠ ŮˊɑˊŰɤůɖɠ ˊɟɞůɓɞɚɐɠ ůŰɖɜ ɘŭɘɤŰɘəɧŰɖŰŬ Űɞɡ ɢɟɐůŰɖ Ŭˊɧ ŮűŬɟɛɞɔɏɠ Android. 

Ⱥˊɑůɖɠ, ˊɟɞŰŮɑɜŮŰŬɘ ɛɞɜŰɏɚɞ ŮɜŰɞˊɘůɛɞɨ ɢɟɖůŰɩɜ ˊɞɡ ŭŮɜ ŮɑɜŬɘ ŮɡŬɘůɗɖŰɞˊɞɘɖɛɏɜɞɘ ůŮ ɗɏɛŬ-

ŰŬ ŬůűɎɚŮɘŬɠ. ɇɏɚɞɠ, ɤɠ ɛŮɚɏŰɖ ˊŮɟɑˊŰɤůɖɠ, ŮɝŮŰɎɕŮŰŬɘ ɖ ŬˊɞɛŬəɟɡůɛɏɜɖ ˊɟɧůɓŬůɖ ůŮ ŭŮ-

ŭɞɛɏɜŬ Űɤɜ smartphones ůŰɞ ˊɚŬɑůɘɞ Űɖɠ ŭɘəŬɜɘəɐɠ ˊɚɖɟɞűɞɟɘəɐɠ. ɀŮɚŮŰɎŰŬɘ Ŭɜ ŬɡŰɐ ɖ Ŭ-

ˊɞɛŬəɟɡůɛɏɜɖ ˊɟɧůɓŬůɖ ůŮ ŭŮŭɞɛɏɜŬ Űɖɠ ůɡůəŮɡɐɠ ɛˊɞɟŮɑ ɜŬ ɓɞɖɗɐůŮɘ Űɘɠ ŮɔəɚɖɛŬŰɘəɏɠ 
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ɏɟŮɡɜŮɠ ɔɘŬ ůəɞˊɞɨɠ ŭɘŬűɨɚŬɝɖɠ Űɞɡ ŭɖɛɧůɘɞɡ ůɡɛűɏɟɞɜŰɞɠ əŬɘ ůŰɞ ˊɚŬɑůɘɞ Űɖɠ ŭɖɛɞəɟŬŰɘ-

əɐɠ ɜɞɛɘɛɧŰɖŰŬɠ. 

ȼ ůɡɜŮɘůűɞɟɎ Űɖɠ ŭɘŬŰɟɘɓɐɠ ůŰɖɜ ŮɟŮɡɜɖŰɘəɐ ˊŮɟɘɞɢɐ Űɖɠ ŬůűɎɚŮɘŬɠ Űɤɜ smartphones, 

ůɡɜɞɣɑɕŮŰŬɘ ɤɠ Ůɝɐɠ: 

Á ɇŮɢɜɘəɐ ŬɜɎɚɡůɖ Űɤɜ ŬɜŰɑɛŮŰɟɤɜ ˊɞɡ ŮɑɜŬɘ ŭɘŬɗɏůɘɛŬ ůŰɞɡɠ browsers Űɤɜ smartphones.  

ȷɜŬɚɨŮŰŬɘ ɖ ˊɟɞůŰŬůɑŬ ˊɞɡ ˊŬɟɏɢŮŰŬɘ Ŭˊɧ Űɘɠ Ŭɟɢɘəɏɠ ɟɡɗɛɑůŮɘɠ Űɤɜ browsers əŬɗɩɠ 

əŬɘ ɖ ŭɡɜŬŰɧŰɖŰŬ ɟɨɗɛɘůɖɠ Űɤɜ ŬɜŰɘɛɏŰɟɤɜ Űɤɜ browsers. ȼ ŬɜɎɚɡůɖ ŬˊɞəŬɚɨˊŰŮɘ ɧ-

Űɘ: (Ŭ) ɛɧɜɞ ɏɜŬ ɡˊɞůɨɜɞɚɞ Űɤɜ ŭɘŬɗɏůɘɛɤɜ ŬɜŰɘɛɏŰɟɤɜ ˊɞɡ ˊŬɟɏɢɞɡɜ ɞɘ browsers Űɤɜ 

ɡˊɞɚɞɔɘůŰɩɜ ŮɑɜŬɘ ŭɘŬɗɏůɘɛŬ ůŰɞɡɠ browsers Űɤɜ smartphones, (ɓ) ɞɘ browsers Űɤɜ 

smartphones ˊŬɟɏɢɞɡɜ ˊŮɟɘɞɟɘůɛɏɜŮɠ ŭɡɜŬŰɧŰɖŰŮɠ ɟɨɗɛɘůɖɠ ůŮ ůɢɏůɖ ɛŮ Űɞɡɠ brows-

ers ůŰɞɡɠ ɡˊɞɚɞɔɘůŰɏɠ, (ɔ) ɞɘ ɢɟɐůŰŮɠ Űɤɜ smartphone ŮɑɜŬɘ ŮɝŬɘɟŮŰɘəɎ ŮɡɎɚɤŰɞɘ ůŮ 

ɘůŰɧŰɞˊɞɡɠ ɛŮ ɘɞɛɞɟűɘəɧ ɚɞɔɘůɛɘəɧ ɐ/əŬɘ ŮˊɘɗɏůŮɘɠ phishing, əŬɗɩɠ ŰŬ ŭɘŬɗɏůɘɛŬ Ŭɜ-

ŰɑɛŮŰɟŬ ŭŮɜ ŮɑɜŬɘ ŭɘŬɗɏůɘɛŬ ůŰɞɡɠ browsers Űɤɜ smartphones, əŬɘ (ŭ) ɞɘ Ŭɟɢɘəɏɠ ɟɡɗ-

ɛɑůŮɘɠ Űɤɜ browsers əŬɘ ůŰɘɠ ŭɡɞ ɡˊɞɚɞɔɘůŰɘəɏɠ ˊɚŬŰűɧɟɛŮɠ ŭŮɜ ˊɟɞůŰŬŰŮɨɞɡɜ Űɞɡɠ 

ɢɟɐůŰŮɠ Ŭˊɧ ŬˊŮɘɚɏɠ ˊɞɡ ˊɟɞůɓɎɚɞɡɜ Űɖɜ ɘŭɘɤŰɘəɧŰɖŰŬ Űɞɡɠ (ˊŬɟŬəɞɚɞɨɗɖůɖ ˊɚɞɐ-

ɔɖůɖɠ Űɞɡ ɢɟɐůŰɖ, ŭɖɛɘɞɡɟɔɑŬ ˊɟɞűɑɚ Űɞɡ ɢɟɐůŰɖ əŰɚ.). 

Á ȷˊɞŰɘɛɎŰŬɘ ɖ ŮɡŬɘůɗɖŰɞˊɞɑɖůɖ ůŮ ɗɏɛŬŰŬ ŬůűɎɚŮɘŬɠ Űɤɜ ɢɟɖůŰɩɜ smartphones ˊɞɡ Ůɔ-

əŬɗɘůŰɞɨɜ ŮűŬɟɛɞɔɏɠ Ŭˊɧ Űɞ Ůˊɑůɖɛɞ app marketplace. ɄɟŬɔɛŬŰɞˊɞɘŮɑŰŬɘ ůŰŬŰɘůŰɘəɐ 

ŬɜɎɚɡůɖ ŭŮɑɔɛŬŰɞɠ ˊɞɡ ůɡɚɚɏɢŰɖəŮ ɛŮ ŭɞɛɖɛɏɜŮɠ ůɡɜŮɜŰŮɨɝŮɘɠ. ɇŬ ŬˊɞŰŮɚɏůɛŬŰŬ Űɖɠ 

ɏɟŮɡɜŬɠ űŬɜŮɟɩɜɞɡɜ Űɖɜ ɏɚɚŮɘɣɖ ŮɡŬɘůɗɖŰɞˊɞɑɖůɖɠ Űɤɜ ɢɟɖůŰɩɜ ůŮ ɗɏɛŬŰŬ ŬůűɎɚŮ-

ɘŬɠ, əŬɗɩɠ ˊŬɟŬŰɖɟɐɗɖəŮ: (Ŭ) ˊŮɟɘɞɟɘůɛɏɜɖ ɢɟɐůɖ Űɤɜ ŭɘŬɗɏůɘɛɤɜ ŬɜŰɑɛŮŰɟɤɜ (Űɤɜ 

ˊɟɞŮɔəŬŰŮůŰɖɛɏɜɤɜ ɐ/əŬɘ ŮűŬɟɛɞɔɩɜ ŰɟɑŰɤɜ Ŭˊɧ Űɞ app marketplace) ˊɞɡ ˊɟɞůŰŬ-

ŰŮɨɞɡɜ Űɖɜ ŬůűɎɚŮɘŬ əŬɘ ɘŭɘɤŰɘəɧŰɖŰŬ Űɤɜ ɢɟɖůŰɩɜ əŬɘ (ɓ) ɧŰɘ ɞɘ ɢɟɐůŰŮɠ Ŭɔɜɞɞɨɜ 

ˊŬɟŬɛɏŰɟɞɡɠ ŬůűɎɚŮɘŬɠ (ˊɢ. ɛɖɜɨɛŬŰŬ ŬůűɎɚŮɘŬɠ, űɐɛɖ Űɖɠ ŮűŬɟɛɞɔɐɠ, ůɢɧɚɘŬ ɔɘŬ 

Űɖɜ ŮűŬɟɛɞɔɐ Ŭˊɧ Ɏɚɚɞɡɠ ɢɟɐůŰŮɠ) əŬɗɩɠ Ůˊɘɚɏɔɞɡɜ əŬɘ ŮɔəŬɗɘůŰɞɨɜ ŮűŬɟɛɞɔɏɠ Ŭˊɧ 

Űɞ Ůˊɑůɖɛɞ app marketplace (ˊɢ. Google Play, App Store). ȺˊɘˊɟɞůɗɏŰɤɠ, ɖ ŬɜɎɚɡůɖ 

Űɞɡ ŭŮɑɔɛŬŰɞɠ űŬɜɏɟɤůŮ ɧŰɘ: (ɔ) ɞɘ ɢɟɐůŰŮɠ ɗŮɤɟɞɨɜ (ɚŬɜɗŬůɛɏɜŬ) ɧŰɘ ɧɚŮɠ ɞɘ ŮűŬɟ-

ɛɞɔɏɠ ˊɞɡ ŮɔəŬɗɘůŰɞɨɜ Ŭˊɧ Űɞ Ůˊɑůɖɛɞ ŬˊɞɗŮŰɐɟɘɞ ŮűŬɟɛɞɔɩɜ ŮɑɜŬɘ ŬůűŬɚŮɑɠ, ŭɖɚŬ-

ŭɐ ŭŮɜ ˊɟɞůɓɎɚɞɡɜ Űɖɜ ŬůűɎɚŮɘŬ ɐ/əŬɘ ɘŭɘɤŰɘəɧŰɖŰŬ Űɞɡɠ, əŬɘ (ŭ) ɧŰɘ ɞɘ ɔŮɜɘəɏɠ ɔɜɩ-

ůŮɘɠ ŬůűɎɚŮɘŬɠ (ˊɢ. əŬŰŬɜɧɖůɖ Űɖɠ ɏɜɜɞɘŬɠ Űɖɠ ŮˊɘəɘɜŭɡɜɧŰɖŰŬɠ, ŬˊŮɘɚɐɠ, ŬɜŰɑɛŮŰɟɞɡ, 

əɚˊ.) ŮˊɖɟŮɎɕɞɡɜ ŮɚɎɢɘůŰŬ Űɖ ůŰɎůɖ Űɤɜ ɢɟɖůŰɩɜ ŬɡŰɩɜ Űɤɜ ůɡůəŮɡɩɜ ůŰŬ ˊɟɞŬɜŬ-

űŮɟɗɏɜŰŬ ɗɏɛŬŰŬ ŬůűɎɚŮɘŬɠ əŬɘ ɘŭɘɤŰɘəɧŰɖŰŬɠ. 

Á ɄɟɞŰŮɑɜŮŰŬɘ ɛɞɜŰɏɚɞ ŮɜŰɞˊɘůɛɞɨ ɢɟɖůŰɩɜ ˊɞɡ ŮɛˊɘůŰŮɨɞɜŰŬɘ Űɞ Ůˊɑůɖɛɞ ŬˊɞɗŮŰɐɟɘɞ Ů-

űŬɟɛɞɔɩɜ. ɀŮ ɓɎůɖ ŰŬ ŬˊɞŰŮɚɏůɛŬŰŬ Űɖɠ ůŰŬŰɘůŰɘəɐɠ ŬɜɎɚɡůɖɠ ŭɖɛɘɞɡɟɔŮɑŰŬɘ ɛɞɜ-

Űɏɚɞ ˊɞɡ ŮɜŰɞˊɑɕŮɘ Űɞɡɠ ɢɟɐůŰŮɠ ˊɞɡ ɗŮɤɟɞɨɜ ɧŰɘ ɧɚŮɠ ɞɘ ŮűŬɟɛɞɔɏɠ ˊɞɡ ŮɔəŬɗɘůŰɞɨɜ 

Ŭˊɧ Űɞ Ůˊɑůɖɛɞ ŬˊɞɗŮŰɐɟɘɞ ŮűŬɟɛɞɔɩɜ ŮɑɜŬɘ ŬůűŬɚŮɑɠ, ŭɖɚŬŭɐ ŭŮɜ ˊɟɞůɓɎɚɞɡɜ Űɖɜ 
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ŬůűɎɚŮɘŬ ɐ/əŬɘ ɘŭɘɤŰɘəɧŰɖŰŬ Űɞɡɠ. ȷɡŰɐ ɖ ɚŬɜɗŬůɛɏɜɖ ŬɜŰɑɚɖɣɖ ɓɟɏɗɖəŮ əŬŰɎ Űɖɜ 

ŬɜɎɚɡůɖ Űɞɡ ŭŮɑɔɛŬŰɞɠ ɧŰɘ ɛŮɘɩɜŮɘ Űɞ ŮˊɑˊŮŭɞ ŬůűɎɚŮɘŬɠ Űɤɜ ɢɟɖůŰɩɜ. ɇɞ ɛɞɜŰɏɚɞ 

ŮɚɏɔɢŮŰŬɘ ɤɠ ˊɟɞɠ ůŰŬŰɘůŰɘəɐ ůɖɛŬɜŰɘəɧŰɖŰɎ Űɞɡ əŬɘ ɤɠ ˊɟɞɠ Űɖɜ ŬˊɞŰŮɚŮůɛŬŰɘəɧŰɖ-

ŰŬ Űɞɡ ɛŮ Űɖ ŭɞəɘɛɐ Űɞɡ ůŮ ŭɘŬűɞɟŮŰɘəɧ ŭŮɑɔɛŬ ˊɞɡ ůɡɚɚɏɢɗɖəŮ Ŭˊɧ Űɖɜ ȷɔɔɚɑŬ. 

Á ɄɟɞŰŮɑɜŮŰŬɘ ɛɏɗɞŭɞɠ ŬˊɞŰɑɛɖůɖɠ ŮˊɘəɘɜŭɡɜɧŰɖŰŬɠ Űɤɜ smartphones. ɆŮ ŬɜŰɑɗŮůɖ ɛŮ Űɘɠ 

ɐŭɖ ɡˊɎɟɢɞɡůŮɠ ɛŮɗɧŭɞɡɠ ŬˊɞŰɑɛɖůɖɠ ŮˊɘəɘɜŭɡɜɧŰɖŰŬɠ, ɖ ɛɏɗɞŭɞɠ ŭŮɜ ŬɜŰɘɛŮŰɤˊɑɕŮɘ 

Űɖ ůɡůəŮɡɐ ɤɠ ɛɘŬ ŮɜɘŬɑŬ ɞɚɧŰɖŰŬ. ȷɜŰɑɗŮŰŬ, ɖ ɛɏɗɞŭɞɠ ŮɑɜŬɘ ˊɟɞůŬɟɛɞůɛɏɜɖ ůŰɘɠ ɘ-

ŭɘŬɘŰŮɟɧŰɖŰŮɠ Űɤɜ smartphones, ŭɖɚŬŭɐ ůŰɘɠ ŬˊŮɘɚɏɠ, ŰŬ ŬɜŰɑɛŮŰɟŬ, əŬɘ (ɡˊɞ)ŬɔŬɗɎ 

ˊɞɡ ˊɟɏˊŮɘ ɜŬ ˊɟɞůŰŬŰŮɡŰɞɨɜ (ˊɢ. ŰɞˊɞɗŮůɑŬ Űɞɡ ɢɟɐůŰɖ, ɚɑůŰŬ ŮˊŬűɩɜ, əŰɚ.). ȼ ɛɏ-

ɗɞŭɞɠ ŭɏɢŮŰŬɘ ɛɏůɤ Ŭˊɚɩɜ ŮɟɤŰɖɛŬŰɞɚɞɔɑɤɜ Űɖɜ ŬˊɞŰɑɛɖůɖ Űɤɜ ŮˊɘˊŰɩůŮɤɜ ɔɘŬ əɎɗŮ 

ɡˊɞŬɔŬɗɧ əŬɘ ɢɟɖůɘɛɞˊɞɘŮɑ ˊɟɞɖɔɞɨɛŮɜŬ ˊŮɟɘůŰŬŰɘəɎ ɔɘŬ Űɞɜ ɡˊɞɚɞɔɘůɛɧ Űɖɠ ˊɘɗŬɜɧ-

ŰɖŰŬɠ ŮɛűɎɜɘůɖɠ Űɤɜ ŬˊŮɘɚɩɜ. 

Á ɄɟɞŰŮɑɜŮŰŬɘ ɛɏɗɞŭɞɠ ŮəŰɑɛɖůɖɠ Űɖɠ ŮˊɑˊŰɤůɖɠ ůŰɖɜ ɘŭɘɤŰɘəɧŰɖŰŬ Űɞɡ ɢɟɐůŰɖ Ŭˊɧ ŮűŬɟ-

ɛɞɔɏɠ Android. ɀŮ ɓɎůɖ Űɖ ɛɏɗɞŭɞ ŬˊɞŰɑɛɖůɖɠ ŮˊɘəɘɜŭɡɜɧŰɖŰŬɠ ˊɞɡ ˊŬɟɞɡůɘɎɕŮŰŬɘ 

ůŮ ŬɡŰɐ Űɖ ŭɘŬŰɟɘɓɐ, ˊɟɞŰŮɑɜŮŰŬɘ ɛɏɗɞŭɞɠ ɔɘŬ Űɖɜ ŬˊɞŰɑɛɖůɖ Űɤɜ ŮˊɘˊŰɩůŮɤɜ ˊɟɞůɓɞ-

ɚɐɠ Űɖɠ ɘŭɘɤŰɘəɧŰɖŰŬɠ Űɞɡ ɢɟɐůŰɖ Ŭˊɧ Űɘɠ ŮűŬɟɛɞɔɏɠ ˊɞɡ ŮɔəŬɗɘůŰɎ Ŭˊɧ Űɞ Google 

Play. ȼ ɛɏɗɞŭɞɠ ŮɑɜŬɘ ˊɟɞůŬɟɛɞůɛɏɜɖ ůŰɘɠ ɚŮˊŰɞɛɏɟŮɘŮɠ Űɞɡ ɛɞɜŰɏɚɞɡ ŬůűɎɚŮɘŬɠ Űɞɡ 

Android. 

Á ɆɢŮŭɘŬůɛɧɠ əŬɘ ɡɚɞˊɞɑɖůɖ ŰŮɢɜɞɚɞɔɘəɞɨ ˊɚŬɘůɑɞɡ ɔɘŬ ŭɘəŬɜɘəɐ ˊɚɖɟɞűɞɟɘəɐ ůŮ 

smartphones. ɀŮɚŮŰɎŰŬɘ Ŭɜ ɖ ŬˊɞɛŬəɟɡůɛɏɜɖ ˊɟɧůɓŬůɖ ůŰŬ ŭŮŭɞɛɏɜŬ Űɤɜ 

smartphone ɛˊɞɟŮɑ ɜŬ ůɡɛɓɎɚŮɘ ůŰɖ ŭɘəŬɜɘəɐ ˊɚɖɟɞűɞɟɘəɐ Űɤɜ smartphone ɔɘŬ ůəɞ-

ˊɞɨɠ ŭɘŬűɨɚŬɝɖɠ Űɞɡ ŭɖɛɧůɘɞɡ ůɡɛűɏɟɞɜŰɞɠ, ůŰɞ ˊɚŬɑůɘɞ Űɖɠ ŭɖɛɞəɟŬŰɘəɐɠ ɜɞɛɘɛɧ-

ŰɖŰŬɠ. ɆɢŮŭɘɎɕŮŰŬɘ ŰŮɢɜɞɚɞɔɘəɧ ˊɚŬɑůɘɞ ŭɘəŬɜɘəɐɠ ˊɚɖɟɞűɞɟɘəɐɠ ɔɘŬ Űɖɜ ŬˊɞɛŬəɟɡů-

ɛɏɜɖ ˊɟɧůɓŬůɖ ůŮ ŭŮŭɞɛɏɜŬ Űɤɜ smartphones, Űɞ ɞˊɞɑɞ ˊŮɟɘɚŬɛɓɎɜŮɘ ɛɖɢŬɜɘůɛɞɨɠ 

Ŭˊɧűɡɔɐɠ Űɖɠ əŬŰɎɢɟɖůɐɠ Űɞɡ Ŭˊɧ Űɘɠ ŭɘɤəŰɘəɏɠ Ŭɟɢɏɠ ɐ Ŭˊɧ əɎˊɞɘɞ əŬəɧɓɞɡɚɞ ɡˊɞ-

əŮɑɛŮɜɞ. ɈɚɞˊɞɘŮɑŰŬɘ ɚɞɔɘůɛɘəɧ ɔɘŬ Űɖ ůɡɚɚɞɔɐ ŭŮŭɞɛɏɜɤɜ Ŭˊɧ Űɖ ůɡůəŮɡɐ əŬɘ ɔɘŬ 

Űɖɜ ŬůűŬɚɐ ɛŮŰŬűɞɟɎ Űɞɡɠ ůŰŬ ˊɚŬɑůɘŬ ŮɔəɚɖɛŬŰɞɚɞɔɘəɐɠ ɏɟŮɡɜŬɠ. ȺɜŰɞˊɑɕɞɜŰŬɘ Ŭ-

ŭɡɜŬɛɑŮɠ ůŰɞ ɛɞɜŰɏɚɞ ŬůűɎɚŮɘŬɠ Űɞɡ Android ˊɞɡ ŮˊɘŰɟɏˊɞɡɜ Űɖ ŭɘŬűŬɜɐ ůɡɚɚɞɔɐ 

ŭŮŭɞɛɏɜɤɜ Ŭˊɧ Űɞɡɠ ŬɘůɗɖŰɐɟŮɠ Űɖɠ ůɡůəŮɡɐɠ. ɀŮɚŮŰɎŰŬɘ Űɞ ɜɞɛɘəɧ ˊɚŬɘůɑɞ əŬɘ ɞɘ 

əŬŰŬůŰɎůŮɘɠ ůŰɘɠ ɞˊɞɑŮɠ ɗŬ ŮɜŮɟɔɞ́ɞɘɖɗŮɑ ŬɡŰɧ Űɞ ɚɞɔɘůɛɘəɧ. 

ɇŬ əŮűɎɚŬɘŬ Űɖɠ ŭɘŬŰɟɘɓɐɠ ůɡɜɞɣɑɕɞɜŰŬɘ ɤɠ Ůɝɐɠ:  

ɇɞ ȾŮűɎɚŬɘɞ 1 ˊŮɟɘɚŬɛɓɎɜŮɘ Űɖɜ Ŭűɞɟɛɐ Űɖɠ ɏɟŮɡɜŬɠ, Űɞ ůəɞˊɧ əŬɘ Űɖ ɛɏɗɞŭɞ ŮɟɔŬůɑŬɠ 

ɛŬɠ əŬɗɩɠ əŬɘ Űɖ ůɡɜɞˊŰɘəɐ ˊŮɟɘɔɟŬűɐ Űɖɠ ŮɟŮɡɜɖŰɘəɐɠ ůɡɜŮɘůűɞɟɎɠ ůŰɞ ɔɜɤůŰɘəɧ ˊŮŭɑɞ. 

ɆŰɞ ȾŮűɎɚŬɘɞ 2 ˊŬɟɞɡůɘɎɕŮŰŬɘ Űɞ ɡˊɧɓŬɗɟɞ Űɖɠ ŭɘŬŰɟɘɓɐɠ. ɄŬɟɏɢŮŰŬɘ ɞ ɞɟɘůɛɧɠ Űɞɡ 

smartphone ˊɞɡ ɡɘɞɗŮŰŮɑŰŬɘ ůŰŬ ˊɚŬɑůɘŬ Űɖɠ ŭɘŬŰɟɘɓɐɠ əŬɘ ˊŬɟɞɡůɘɎɕŮŰŬɘ ɖ ŰŬɝɘɜɞɛɑŬ Űɤɜ 
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ŭŮŭɞɛɏɜɤɜ Űɖɠ ůɡůəŮɡɐɠ ɛŮ ɔɜɩɛɞɜŬ Űɖɜ ˊɖɔɐ ˊɟɞɏɚŮɡůɐɠ Űɞɡɠ əŬɘ Űɞ Ůɑŭɞɠ Űɖɠ ˊɚɖɟɞűɞɟɑ-

Ŭɠ ˊɞɡ ŮůɤəɚŮɑɞɡɜ. ȰˊŮɘŰŬ, ˊŬɟŬɗɏŰɞɜŰŬɘ ŰŬ ɛɞɜŰɏɚŬ ŬůűɎɚŮɘŬɠ Űɤɜ ŭɖɛɞűɘɚɩɜ ɚŮɘŰɞɡɟɔɘ-

əɩɜ ůɡůŰɖɛɎŰɤɜ ɔɘŬ smartphones əŬɘ ɔɑɜŮŰŬɘ ŬɜŬűɞɟɎ ůŰɘɠ ɡˊɎɟɢɞɡůŮɠ ŮɟŮɡɜɖŰɘəɏɠ ŮɟɔŬůɑŮɠ 

Űɖɠ ɔɜɤůŰɘəɐɠ ˊŮɟɘɞɢɐɠ. ɇɞ əŮűɎɚŬɘɞ, Ůˊɑůɖɠ, ŬɜŬűɏɟŮɘ Űɘɠ ˊɟɞəɚɐůŮɘɠ ˊɞɡ ŮɘůɎɔɞɡɜ ŰŬ 

smartphones ůŰɖ ŭɘŬůűɎɚɘůɖ Űɖɠ ŬůűɎɚŮɘŬɠ əŬɘ ɘŭɘɤŰɘəɧŰɖŰŬɠ Űɤɜ ɢɟɖůŰɩɜ.  

ɇɞ ȾŮűɎɚŬɘɞ 3 ˊŮɟɘɚŬɛɓɎɜŮɘ ɛɘŬ ůɡɔəɟɘŰɘəɐ ɛŮɚɏŰɖ Űɖɠ ŭɘŬɗŮůɘɛɧŰɖŰŬɠ əŬɘ Űɖɠ ŭɡɜŬŰɧŰɖ-

ŰŬɠ ɟɨɗɛɘůɖɠ Űɤɜ ŬɜŰɑɛŮŰɟɤɜ Űɤɜ browsers. ɇɞ ˊŮŭɑɞ Űɖɠ ɏɟŮɡɜŬɠ ˊŮɟɘɚŬɛɓɎɜŮɘ Űɞɡɠ ŭɖɛɞűɘ-

ɚŮɑɠ browsers Űɤɜ ɖɚŮəŰɟɞɜɘəɩɜ ɡˊɞɚɞɔɘůŰɩɜ əŬɘ Űɤɜ smartphones. ɇɞ əŮűɎɚŬɘɞ, Ůˊɑůɖɠ, 

ɛŮɚŮŰɎ Űɖɜ ˊɟɞůŰŬůɑŬ ˊɞɡ ˊŬɟɏɢŮŰŬɘ Ŭˊɧ Űɘɠ Ŭɟɢɘəɏɠ ɟɡɗɛɑůŮɘɠ ŬůűɎɚŮɘŬɠ Űɞɡ browser (out-

of-the-box security) ůŰɘɠ ŭɡɞ ɡˊɞɚɞɔɘůŰɘəɏɠ ˊɚŬŰűɧɟɛŮɠ. 

 ɆŰɞ ȾŮűɎɚŬɘɞ 4 ɛŮɚŮŰɎŰŬɘ ɖ ŮɡŬɘůɗɖŰɞˊɞɑɖůɖ Űɤɜ ɢɟɖůŰɩɜ smartphones ůŮ ɗɏɛŬŰŬ Ŭů-

űɎɚŮɘŬɠ əŬɘ ɘŭɘɤŰɘəɧŰɖŰŬɠ. Ʉɘɞ ůɡɔəŮəɟɘɛɏɜŬ, ɛŮɚŮŰɎŰŬɘ Ŭɜ ɞɘ ɢɟɐůŰŮɠ ˊɞɡ ŮɔəŬɗɘůŰɞɨɜ Ů-

űŬɟɛɞɔɏɠ Ŭˊɧ Űɞ Ůˊɑůɖɛɞ ŬˊɞɗŮŰɐɟɘɞ ŮűŬɟɛɞɔɩɜ, ŮɜŮɟɔɞɨɜ ůɨɛűɤɜŬ ɛŮ Űɘɠ ˊɟɞůŭɞəɑŮɠ Űɤɜ 

ɛɞɜŰɏɚɤɜ ŬůűɎɚŮɘŬɠ. Ⱥˊɞɛɏɜɤɠ, ŮɝŮŰɎɕŮŰŬɘ ŮɎɜ ɞɘ ɢɟɐůŰŮɠ ɚŬɛɓɎɜɞɡɜ ɡˊɧɣɖ Űɘɠ ˊŬɟŬɛɏŰ-

ɟɞɡɠ ŬůűɎɚŮɘŬɠ ˊɞɡ ŮɑɜŬɘ ŭɘŬɗɏůɘɛŮɠ ɔɘŬ əɎɗŮ ŮűŬɟɛɞɔɐ (ˊɢ. ɛɖɜɨɛŬŰŬ ŬůűɎɚŮɘŬɠ, űɐɛɖ Űɖɠ 

ŮűŬɟɛɞɔɐɠ, ůɢɧɚɘŬ ɔɘŬ Űɖɜ ŮűŬɟɛɞɔɐ Ŭˊɧ Ɏɚɚɞɡɠ ɢɟɐůŰŮɠ). Ⱥˊɑůɖɠ, ɛŮɚŮŰɎŰŬɘ Ŭɜ ɞɘ ɢɟɐůŰŮɠ 

ŮɜŮɟɔɞˊɞɘɞɨɜ ŰŬ ˊɟɞŮɔəŬŰŮůŰɖɛɏɜŬ ŬɜŰɑɛŮŰɟŬ (ˊɢ. ɢɟɐůɖ ůɡɜɗɖɛŬŰɘəɞɨ) əŬɘ Ŭɜ ˊɟɞůɗɏŰɞɡɜ 

ɜɏŬ ŬɜŰɑɛŮŰɟŬ (ˊɢ. antivirus). ɆŰɞ əŮűɎɚŬɘɞ ɛŮɚŮŰɎŰŬɘ Ůˊɑůɖɠ Ŭɜ ɔŮɜɘəɏɠ ɔɜɩůŮɘɠ ŬůűɎɚŮɘŬɠ 

(ˊɢ. əŬŰŬɜɧɖůɖ Űɖɠ ɏɜɜɞɘŬɠ Űɖɠ ŮˊɘəɘɜŭɡɜɧŰɖŰŬɠ, ŬˊŮɘɚɐɠ, ŬɜŰɑɛŮŰɟɞɡ, əɚˊ.) ŮˊɖɟŮɎɕɞɡɜ Űɖ 

ůŰɎůɖ Űɤɜ ɢɟɖůŰɩɜ ůŰŬ ˊɟɞŬɜŬűŮɟɗɏɜŰŬ ɗɏɛŬŰŬ ŬůűɎɚŮɘŬɠ əŬɘ ɘŭɘɤŰɘəɧŰɖŰŬɠ.  

ɇɞ ȾŮűɎɚŬɘɞ 5 ˊŮɟɘɚŬɛɓɎɜŮɘ ˊɟɞŰŮɘɜɧɛŮɜŬ ŬɜŰɑɛŮŰɟŬ, ŰŬ ɞˊɞɑŬ ŮˊɘəŮɜŰɟɩɜɞɜŰŬɘ ůŰɘɠ Ŭɜ-

ŰɘɚɐɣŮɘɠ Űɤɜ ɢɟɖůŰɩɜ əŬɘ ŭŮɜ ŬˊŬɘŰɞɨɜ ɘŭɘŬɑŰŮɟŮɠ ŰŮɢɜɘəɏɠ ŭŮɝɘɧŰɖŰŮɠ Ŭˊɧ Űɞɡɠ ɢɟɐůŰŮɠ. ȷɟ-

ɢɘəɎ ˊŬɟɞɡůɘɎɕŮŰŬɘ ɛɞɜŰɏɚɞ ŮɜŰɞˊɘůɛɞɨ ɢɟɖůŰɩɜ ˊɞɡ ɗŮɤɟɞɨɜ ɧŰɘ ɞɘ ŮűŬɟɛɞɔɏɠ ˊɞɡ ŮɔəŬ-

ɗɘůŰɞɨɜ Ŭˊɧ Űɞ Ůˊɑůɖɛɞ ŬˊɞɗŮŰɐɟɘɞ ŮűŬɟɛɞɔɩɜ ŮɑɜŬɘ ŬůűŬɚŮɑɠ, ŭɖɚŬŭɐ ŭŮɜ ˊɟɞůɓɎɚɞɡɜ Űɖɜ 

ŬůűɎɚŮɘŬ ɐ/əŬɘ ɘŭɘɤŰɘəɧŰɖŰŬ Űɞɡɠ, ɛɘŬ ɚŬɜɗŬůɛɏɜɖ ŬɜŰɑɚɖɣɖ ɧˊɞɡ ůŰɞ ȾŮűŬɚŬɑɞ 4 ŬˊɞŭŮɑɢ-

ɗɖəŮ ɧŰɘ ɛŮɘɩɜŮɘ Űɞ ŮˊɑˊŮŭɞ ŬůűɎɚŮɘŬɠ Űɤɜ ɢɟɖůŰɩɜ. ɆŰɖ ůɡɜɏɢŮɘŬ ˊŬɟɞɡůɘɎɕŮŰŬɘ ɛɏɗɞŭɞɠ 

ŬˊɞŰɑɛɖůɖɠ ŮˊɘəɘɜŭɡɜɧŰɖŰŬɠ ˊɟɞůŬɟɛɞůɛɏɜɖ ůŰɘɠ ɘŭɘŬɘŰŮɟɧŰɖŰŮɠ Űɤɜ smartphones, ŭɖɚŬŭɐ 

ůŰɘɠ ŬˊŮɘɚɏɠ, ŰŬ ŬɜŰɑɛŮŰɟŬ, əŬɘ ŬɔŬɗɎ ˊɞɡ ˊɟɏˊŮɘ ɜŬ ˊɟɞůŰŬŰŮɡŰɞɨɜ. ɀŮ ɓɎůɖ ŬɡŰɐ Űɖ ɛɏɗɞ-

ŭɞ, ˊɟɞŰŮɑɜŮŰŬɘ ɛɏɗɞŭɞɠ ŮəŰɑɛɖůɖɠ Űɖɠ ŮˊɑˊŰɤůɖɠ ůŰɖɜ ɘŭɘɤŰɘəɧŰɖŰŬ Űɞɡ ɢɟɐůŰɖ Ŭˊɧ ŮűŬɟ-

ɛɞɔɏɠ ˊɞɡ ŮɔəŬɗɘůŰɎ Ŭˊɧ Űɞ Google Play. ȼ ɛɏɗɞŭɞɠ ŬɡŰɐ ŮɑɜŬɘ ˊɟɞůŬɟɛɞůɛɏɜɖ ůŰɘɠ ɘŭɘŬɘŰŮ-

ɟɧŰɖŰŮɠ Űɞɡ ɛɞɜŰɏɚɞɡ ŬůűɎɚŮɘŬɠ Űɞɡ Android.  

 ɆŰɞ ȾŮűɎɚŬɘɞ 6, ɛŮɚŮŰɎŰŬɘ Ŭɜ ɖ ŬˊɞɛŬəɟɡůɛɏɜɖ ˊɟɧůɓŬůɖ ůŮ ŭŮŭɞɛɏɜŬ Űɤɜ smartpho-

nes ɛˊɞɟŮɑ ɜŬ ůɡɛɓɎɚŮɘ ůŰɘɠ ŮɔəɚɖɛŬŰɘəɏɠ ɏɟŮɡɜŮɠ ɔɘŬ ůəɞˊɞɨɠ ŭɘŬűɨɚŬɝɖɠ Űɞɡ ŭɖɛɧůɘɞɡ 

ůɡɛűɏɟɞɜŰɞɠ, ůŰɞ ˊɚŬɑůɘɞ Űɖɠ ŭɖɛɞəɟŬŰɘəɐɠ ɜɞɛɘɛɧŰɖŰŬɠ. ɆɢŮŭɘɎɕŮŰŬɘ ɏɜŬ ˊɚŬɑůɘɞ ŭɘəŬɜɘəɐɠ 

ˊɚɖɟɞűɞɟɘəɐɠ ɔɘŬ Űɖɜ ŬˊɞɛŬəɟɡůɛɏɜɖ ˊɟɧůɓŬůɖ ůŮ ŭŮŭɞɛɏɜŬ Űɤɜ smartphones, Űɞ ɞˊɞɑɞ 
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ˊŮɟɘɚŬɛɓɎɜŮɘ ɛɖɢŬɜɘůɛɞɨɠ Ŭˊɞűɡɔɐɠ Űɖɠ əŬŰɎɢɟɖůɐɠ Űɞɡ Ŭˊɧ Űɘɠ ŭɘɤəŰɘəɏɠ Ŭɟɢɏɠ ɐ Ŭˊɧ əɎ-

ˊɞɘɞ əŬəɧɓɞɡɚɞ ɡˊɞəŮɑɛŮɜɞ. ɀŮɚŮŰɎŰŬɘ ɖ ŭɡɜŬŰɧŰɖŰŬ ŬˊɞɛŬəɟɡůɛɏɜɖɠ ůɡɚɚɞɔɐɠ ŭŮŭɞɛɏ-

ɜɤɜ Ŭˊɧ ŬɘůɗɖŰɐɟŮɠ, ŭɖɚŬŭɐ ůɡɚɚɞɔɐ ˊŰɖŰɘəɩɜ ŭŮŭɞɛɏɜɤɜ ˊɞɡ ŭŮɜ ŮɑɜŬɘ ŭɘŬɗɏůɘɛŬ əŬŰɎ Űɖɜ 

ŬɜɎɚɡůɖ Űɖɠ ůɡůəŮɡɐɠ ɛŮŰɎ Űɖɜ ŰɏɚŮůɖ Űɞɡ ŮɔəɚɐɛŬŰɞɠ. ɈɚɞˊɞɘŮɑŰŬɘ ɚɞɔɘůɛɘəɧ ɔɘŬ 

smartphones ˊɞɡ ŮəŰŮɚɞɨɜ Űɞ ɚŮɘŰɞɡɟɔɘəɧ ůɨůŰɖɛŬ Android, ˊɞɡ ŮˊɘŰɟɏˊŮɘ Űɖ ůɡɚɚɞɔɐ Űɤɜ 

ŭŮŭɞɛɏɜɤɜ əŬɘ Űɖ ɛŮŰŬűɞɟɎ Űɞɡɠ ůŰŬ ˊɚŬɑůɘŬ ŮɔəɚɖɛŬŰɞɚɞɔɘəɐɠ ɏɟŮɡɜŬɠ. ɇɞ əŮűɎɚŬɘɞ ɞ-

ɚɞəɚɖɟɩɜŮŰŬɘ ɛŮ Űɖɜ ŰŮɢɜɞɚɞɔɘəɐ ŭɘŮɟŮɨɜɖůɖ Űɞɡ ɜɞɛɘəɞɨ ˊɚŬɘůɑɞɡ əŬɘ Űɤɜ əŬŰŬůŰɎůŮɤɜ 

ůŰɘɠ ɞˊɞɑŮɠ ɗŬ ŮɜŮɟɔɞ́ɞɘɖɗŮɑ ŬɡŰɧ Űɞ ɚɞɔɘůɛɘəɧ. 

 ȼ ŭɘŬŰɟɘɓɐ ɞɚɞəɚɖɟɩɜŮŰŬɘ ůŰɞ ȾŮűɎɚŬɘɞ 7 ɛŮ Űɖ ůɨɜɞɣɖ əŬɘ ˊɟɞŰɎůŮɘɠ ɔɘŬ ɛŮɚɚɞɜŰɘəɐ 

ɏɟŮɡɜŬ. 
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The two most likely largest inventions of our generation are the Internet and the mobile pho-

ne. They have changed the world. However, largely to our surprise, they also turned out to be 

the perfect tools for the surveillance state. - M. Hypponen TEDxBrussels 

 

Chapter 1: Introduction  

1.1 Research motivation 

Smartphones are some of the devices that enhance Weiserôs vision of ubiquitous computing 

(Weiser, 1991). Smartphones, as ubiquitous devices, merge with a personôs everyday life. 

They are characterized by mobility, context-awareness, and diversity of the data sources that 

they integrate. Their small size, mobility, connectivity capabilities, and their ability to support 

multi-purpose apps are some of the reasons for their vast pervasiveness. As a recent report 

points out, for the first time in 2013 smartphone sales outnumbered those of feature phones, 

thus, acquiring a significant user base (Gupta et al, 2013).  

The popularity of smartphones increased in parallel with the proliferation of third-party 

smartphone apps, i.e. apps that are implemented by developers and augment the functionality 

of the operating system (OS). Contrary to desktops, the distribution of applications (or óappsô) 

in smartphones today happens in a centralized fashion. Users download apps from app reposi-

tories or marketplaces (e.g. Google Play, App Store, Ovi Store, etc.). These marketplaces are 

either officially, i.e. maintained by the platform owner (such as the App Store), or not main-

tained from the platform owner (e.g. such as Amazonôs Appstore for Android).  

The official marketplaces changed the installation paradigm in smartphones. Before the in-

troduction of the App Store for iOS in 2008, which were the first smartphone app marketplace 

and the first OS to provide an app for app installation in iPhone 3G, app installation in 

smartphones required considerable manual effort and included several steps. Specifically, 

smartphone users had to find and download apps from their source, save them on the device 

or transfer them from their desktop to their smartphone (often with a cable), and then navigate 

to the location of the file in the smartphoneôs file system in order to start app installation. 

Nowadays, app installation has become more user-friendly. Smartphone users are able to find, 

purchase or download, and install apps from a single app in their menu. This user friendliness 

in app installation has aided the proliferation of smartphone apps. This is evident by the num-

ber of app downloads in Google Play and App Store, which surpassed the limit of fifty ( 50) 

billion downloads in 2013 (The Verge). 

This centralized distribution of smartphone apps has introduced a new (profitable) business 

model, which quickly attracted different and unknown developers. The capabilities that 
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smartphones offer via their application programming interfaces (APIs), enabled the imple-

mentation of multi-purpose apps, which surpassed the expectations of smartphone users. For 

instance, smartphone sensors enabled the implementation of apps that provide services ac-

cording to the user context, e.g. recommender apps that suggest places to visit according to 

the userôs location and the userôs social network.  

This popularity of smartphones and their respective apps, nonetheless, did not come with-

out security risk. This holds true, since malicious software or malware (Cohen, 1989; Kephart 

& White, 1991) has also appeared in smartphone marketplaces (McAfee, 2010; Zhou and 

Jiang, 2012; Zhou et al., 2012a; Zhou et al, 2013a; Egele et al., 2011; Han et al., 2013; Wang 

et al., 2013; Werthmann et al., 2013).  

Smartphone malware are not recent in the smartphone platform. The first malware for the 

smartphones, Cabir, appeared in 2004 (F-Secure, 2004a). Cabir is a worm that propagates via 

Bluetooth connection among Symbian devices by exploiting a vulnerability in the deviceôs 

interface. Cabir was a proof-of-concept worm, since its author(s) demonstrated the feasibility 

of malware implementation and propagation among smartphones, without adding any ómali-

cious actionô in their software, such as calling or texting premium numbers, leaking sensitive 

data, etc. After the emergence of Cabir, other Cabir variants followed and/or malware that 

were based on Cabirôs source code, such as Skulls (F-Secure, 2004b) and Commwarrior (F-

Secure, 2005). However, their infection ability was very limited, since their propagation was 

based on Bluetooth and MMS messages. 

 Security researchers expected an outbreak of smartphone malware since 2006 (Hypponen, 

2006). This expectation was supported by the increasing popularity of smartphones, as well as 

the continuous technology progress in these devices and in wireless connectivity. Nonethe-

less, even when the first SMS Trojan appeared in Android (i.e. FakePlayer, (McAfee, 2010)), 

smartphone malware were not considered as a serious threat. This posture did not change 

even when the first worm appeared for jailbroken iPhones, namely iKee (Cluley, 2009). This 

happened, since up to that time malware had low detection complexity and propagation rates. 

The risk of malicious apps in the smartphone platform was substantiated in March 2011,
1
 

when multiple malicious apps were found in Google Play (Lookout, 2011a). After this inci-

dent a number of analyses have revealed the existence of malware and greyware in the two 

most popular app marketplaces, namely App Store (Egele et al., 2011; Han et al., 2013; Wang 

et al., 2013; Werthmann et al., 2013) and Google Play (Felt et al., 2011b; Zhou et al., 2012b; 

Zhou and Jiang, 2012). 

                                                      
1
 Until the writing of this thesis Advanced persistent Threats (APT), such as the one analyzed in 

(Virvilis and Gritzalis, 2013; Virvilis et al., 2013), have not been found in any smartphone platform.  
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Apps hosted in the app marketplaces were found to leak sensitive data, such as the user's 

location, device identifiers (e.g. device unique code (IMEI) and subscriber unique code 

(IMSI)). Moreover, a recent study on Android malware (Zhou and Jiang, 2012) confirms that 

malware has been found to actively harvest various data on infected phones, including SMS 

messages, phone numbers, as well as user accounts. SMS messages do not only contain per-

sonal information of the user, but often contain activation codes, i.e. user credentials.  

After the increasing malware submissions in its marketplace, Google introduced Bouncer 

in February 2012, a service that performs malware analysis in the marketplace's apps. Moreo-

ver, the latest versions of Android (starting from v.4.2) include a thin client that performs app 

verification for all the apps that reside in the device - both from Google Play and alternative 

sources. Nonetheless, this control offers poor protection, since a recent evaluation proves its 

ineffectiveness (only 15% detection ratio) (Jiang, 2012). Also, in general users consider pri-

vacy differently and, thus, have different expectations from app testing mechanisms that pro-

tect their privacy (McDaniel and Enck, 2010). 

Meanwhile, previous research has proven that privacy violations can occur even when a 

user grants access to protected private data (e.g. contact list, exact location, etc.) only to a 

benign app, i.e. one not trying to violate user privacy. This holds true, since the app may ei-

ther be used as a confused deputy (Chin et al., 2011; Felt2011a; Grace et al., 2012) - acci-

dentally allowing other malicious apps to use its functionality to access the resources - or be 

bundled with a malicious advertisement library (Grace et al, 2012, Pearce et al., 2012; Ste-

vens et al., 2012), which shares the app's permissions and misuses them to violate user priva-

cy (e.g. tracking, surveillance, etc.). As a result, the risk of privacy violations is considerable 

in the smartphone ecosystem.  

Furthermore, due to the deviceôs small size and mobility, a user often carries the device 

with her all the time making it the most personalized device. Due to the mobility of the de-

vice, user data are constantly exposed to the threat of unauthorized access from different sub-

jects (e.g. friends, family, colleagues, unknown subjects, etc.). Moreover, the mobility and 

small size of the device increase the likelihood of device loss. Therefore, unless the device is 

protected with the appropriate controls, the device is exposed to unauthorized physical access. 

Smartphones, as multipurpose devices, create, store, process and transmit heterogeneous 

data. User data also vary in meaning or type according to the device's use (e.g. personal, busi-

ness, governmental). These include data that can identify a user, her preferences and habits or 

more sensitive information, such as her political or religious beliefs, her physical or mental 

health, her sexual life and others. Disclosure of such data to third parties may cause signifi-

cant distress to an individual and may even be subject to sanctions, depending on the context. 

In addition to concerns about personal data, there are confidentiality issues for other data cat-

egories, such as intellectual property or trade secrets, which fall into the corporate domain. 
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These are also confidential information and require analogous protection, but the regulatory 

framework for their protection varies significantly. 

These data are augmented with smartphone sensor data (e.g. GPS, accelerometer) and data 

created by daily use (personal or business) making the device a great source of data related 

with the smartphone owner. This data source, if maliciously collected, can be used by attack-

ers in order to increase their revenues (e.g., with blackmail, phishing, surveillance attacks). In 

this context, attackers have extra motivation to infect smartphones with malicious applica-

tions, harvesting smartphone data without the userôs knowledge and consent. It should be 

noted that the growing smartphone use by users who are not security savvy increases the like-

lihood of using smartphones as a security and privacy attack vector by inexperienced attack-

ers (see Appendix B).  

Finally, a recent report from O2 (UK) revealed that in their daily activities smartphone us-

ers browse the web and play with third-party apps, more often rather than sending text mes-

sages and making phone calls (O2, 2012). During the first ï and most popular - activity, 

namely web browsing, users are exposed to different threats (CISCO, 2013a; Madrigal; 

SERT). A recent analysis showed the impact of tracking web users (Madrigal), which in its 

ultimate form (e.g. via user identification (Eckersley, 2010)) may constitute an intrusion of 

the usersô fundamental right to privacy. In addition, nowadays, the business models of orga-

nized crime, namely Pay-Per-Install (PPI) and Exploit-as-a-Service (EaaS), include mecha-

nisms for the exploitation of web browsers (Caballero et al., 2011; Grier et al., 2012). Today, 

cybercriminals facilitate more often browser exploitation frameworks (e.g. Blackhole exploit 

kit, Phoenix, etc.), which are available in the underground market (SERT) and target zero-day 

vulnerabilities in web browsers.  

1.2 Research statement and approach 

Under the aforementioned circumstances, it is evident that smartphone users must be pro-

tected against privacy violations. The security model of a smartphone must provide a secure 

ecosystem, by offering the mechanisms that protect usersô security and privacy. By examining 

the security mechanisms that are provided to smartphone users, it is noticed that for their cor-

rect use, as in any computing platform, a security concerned user is required. More specifical-

ly, the security models expect reasonable security concerned users, who are able to set the bar 

of the offered security in a level that satisfies their needs.  

This is particularly evident in the delegation of access control decisions by the security mo-

del to users, for appsô access requests to protected resources of the device. The security mod-

els of smartphones permit app execution only in sandboxes. Therefore, apps can only access 

the functionality and resources that are allowed to them. Our findings suggest that regardless 

of how strict and centralized (ówalled gardenedô) the security model of a platform may be, it 
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delegates users to make informed security decisions for app access to these protected re-

sources.  

 In this thesis the validity of this expectation is questioned. Steps are taken in order to un-

derstand the security awareness of smartphone users and their protection from privacy viola-

tions. Moreover, it is noticed that the mainstream security literature (a) focuses mainly on the 

ónuts and boltsô of smartphones, ignoring the userôs perceptions and practices and (b) more 

often includes security controls that require a lot of effort and technical skills for their instal-

lation and configuration. In this context, this thesis makes the following research statement: 

The current state of smartphone security fails to protect the security and privacy of 

smartphone users. 

This thesis contains evidence that support this broad and rather pessimistic statement. First, 

by performing a taxonomy of smartphone data and reviewing smartphonesô security models, 

it is noticed that there is a category of smartphone data, the sensor data, which can be trans-

parently collected by any third-party Android application, i.e. without the user being able to 

control or be notified about this access. Our findings suggest that smartphone users are ex-

posed to various threats while browsing the web, due to the unavailability of security controls. 

Also, a survey of user practices revealed that users do not enable the relevant security controls 

against physical access threats. Similarly, the findings reveal that users are ill-prepared to 

make informed security decisions while selecting and installing apps from the official mar-

ketplace.  

To better understand the offered security and privacy protection to smartphone users and to 

achieve the goal of this thesis, the following steps were followed: 

1. A taxonomy of smartphone data is created via analyzing the data that are created, 

stored, and processed by smartphones.  

2. The security models of the current most popular smartphone OSs are surveyed, to bet-

ter understand their protection against apps that violate usersô security and privacy. 

3. A technical survey of the security controls that are available in web browsers in desk-

tops and smartphones is performed. To this end, browser menus are enumerated and 

the findings in the two platforms are compared, regarding the availability, configurabil-

ity and default settings of web browsersô security controls.  

4. The adoption of on-device security controls by users is measured via structured inter-

views. An in-depth statistical analysis of the results of the user survey is performed.  

5. The findings from the analysis of smartphone security models are used to implement 

wireless, ad-hoc acquisition of smartphone data. This work also examines and discuss-

es whether this data acquisition can be used for digital forensic purposes.  
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To help users protect their security and privacy in the smartphone platform, our effort fo-

cuses on the following: 

1. The results from the statistical analysis are facilitated to construct a prediction model 

that enables the identification of security unaware users. 

2. A risk assessment method tailored for smartphones is created, which uses the taxono-

my of smartphone data to identify sub-assets in smartphones.  

3. Based on the risk assessment method, a privacy impact assessment method is proposed, 

which is specifically tailored for the security model of Android.  

It must be noted that the heterogeneity of the smartphone security models introduces chal-

lenges into the proposition/implementation of (security) mechanisms (see Ä2). As such, the 

discussion in the privacy impact assessment method and in the implementation of smartphone 

forensics focuses in Android. Android was selected for the following reasons: 

¶ It is currently the smartphone OS with the largest user space (79%, in the 2
nd

 quarter of 

2013), as well as the only platform with an increasing rate in its user base (~15% increase 

from the 2
nd

 quarter of 2012) (Gupta et al., 2012).  

¶ It is considerably portable, i.e. compatible with the hardware of several smartphones (e.g. 

Samsung, LG, etc.). 

¶ It is open source; hence the details of its security model are readily accessible and have 

been studied in the smartphone literature.  

¶ It is extensible, i.e. a custom ROM can be created either from device manufacturers (e.g. 

for unique driver support) or by researchers (e.g. to add enhanced security or functionality 

to its core components). 

¶ It allows the installation of applications from sources other than the official app 

marketplace (i.e. Google Play). Thus, there is no need to root or ójailbreakô the device in 

order to install a new app to the device. 

¶ Development and testing in Android is considerably aided by the existence of program-

ming libraries and device emulators that are freely and readily accessible. 

1.3 Contributions 

This thesis makes the following contributions: 

Á An in-depth technical analysis of web browser controls in smartphones and desktops is 

performed. The out-ofïthe box security of web browsers is analysed, as well as the 

manageability options that are offered for their security controls. The analysis revealed 

that: (a) smartphone browsers provide a subset of security controls and limited man-



Introduction 

7 

 

ageability over them, compared to their desktop counterparts, (b) smartphone users are 

unprotected from rogue websites (i.e. ones that serve malware or host phishing scams) 

and (c) the default browser settings expose users to third-party tracking/profiling in 

both platforms. 

 

Á The security awareness of smartphone users who install applications from official app 

marketplaces is measured. A user survey is mounted and a statistical analysis of the re-

sults is performed. The results reveal the lack of smartphone usersô security awareness 

with regards to: (a) the adoption of the available security controls (pre-installed con-

trols and/or third-party controls), which suggests that the users are exposed to various 

threats (such as unauthorized physical access, privacy violations, malware), and (b) us-

er practices while installing third-party apps from the app marketplace, which suggests 

that currently users are unable to make informed security decisions. Furthermore, the 

findings suggest that (c) users erroneously consider that apps they download from the 

official app marketplace are risk free, and (d) the survey participantsô generic security 

background has only a slight impact on their awareness about security and privacy in 

the smartphone ecosystem.  

Á Implementation of a trust marketplace prediction model. The results from the statistical 

analysis of the user sample are used to construct a prediction model that identifies users 

who consider that apps they download from the official app marketplace are risk free, 

which is an erroneous perception that was found to ólower usersô defensesô. The model 

is assessed, evaluated, and proved to be statistically significant and efficient. 

Á Risk assessment for smartphones. An risk assessment method is proposed, which is tai-

lored for smartphones by identifying its (sub)assets and applicable threats. The method 

utilizes user input, with respect to impact valuation, coupled with statistics for threat 

likelihood calculation. 

Á A method for privacy impact assessment is proposed. A more concrete method for as-

sessing privacy risk of smartphone users is proposed. The method builds on the method 

for smartphone risk assessment and is tailored to the ónuts and boltsô of Android. 

Á A scheme for proactive forensics in Android smartphones is designed and implement-

ed. The use of proactive forensics in smartphones, i.e. the ad-hoc collection of 

smartphone data by law enforcement authorities in a digital investigation both for the 

detection and sanction and also for the prevention of crime, is discussed. A scheme is 

designed to avoid the misuse of the data collection mechanism of proactive forensics 

for smartphones. The work includes an implementation of the acquisition software and 
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the transport protocol of the proactive investigation scheme. Vulnerabilities in An-

droidôs security model, which enable the ad-hoc acquisition of sensors data by any 

third party application, are identified and used in the implementation. Finally, this work 

discusses the importance of user context in crime investigations, as well as legal and 

ethical issues that arise from the ad-hoc collection of sensor data. 

1.4 Dissertation outline 

The rest of the dissertation is organized as follows: 

Chapter 2 presents background information, namely the proposed definition of the term 

smartphone and a taxonomy of smartphone data w.r.t. their source and information type. It 

includes a survey of the security models of smartphones and a discussion of the challenges 

and opportunities of smartphone security. The chapter also presents the current state of aca-

demic work in smartphone security, before concluding with thesisô threat model.  

Chapter 3 includes a technical analysis of the availability and configurability of security 

controls in web browsers. The analysis includes popular browsers of the desktop and 

smartphone platforms. The chapter compares the results between the two platforms and pro-

vides insights about the out-of-the-box protection that is offered by the browsers in each plat-

form. 

 In Chapter 4, the security awareness of smartphone users who download applications from 

official application marketplaces is explored. The survey findings suggest a security compla-

cency, as the majority of users trust the app marketplace, security controls are not enabled 

and/or not added, and users disregard security during application selection and installation. In 

addition, the sample is further explored to discover if a security background affects the 

smartphone security awareness of the survey participants, by splitting them in two groups 

comprising of security savvy and non-security savvy users.  

Chapter 5 presents the proposed security controls. It presents a prediction model that identi-

fies users who trust the app marketplace, an erroneous perception that was found to ólower the 

usersô defensesô. It also presents a method for risk assessment that is tailored for smartphones. 

Based on the risk assessment method for smartphones, a more concrete method is proposed, 

which is tailored to the ónuts and boltsô of Android, for assessing privacy risk of smartphone 

users who download apps from Google Play.  

In Chapter 6 the proactive smartphone forensics is explored. Firstly, the potential evidence 

that is collectable from smartphones, as well as the available connection channels for evi-

dence transfer during a forensic investigation, are examined. A proactive smartphone investi-

gation scheme, which focuses on the ad-hoc acquisition of smartphone evidence, is proposed. 

Furthermore, the feasibility of ad-hoc data acquisition from smartphone sensors, which are 

volatile, thus, not available in post-mortem analysis is examined. To this end, a device agent 
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is implemented for their collection in Android, as well as a protocol for their transfer. The 

chapter ends with a discussion of legal and ethical issues that arise from their collection and 

the description of scenarios regarding the agentôs preparation and use in a digital investiga-

tion.  

Chapter 7 concludes the dissertation with a summary, concluding remarks and future work.  
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"Imagination is more important than knowledge.ò ï A. Einstein 

 

Chapter 2: Background 

This chapter includes the definition of the term smartphone that is adopted in this thesis. It 

includes a taxonomy of smartphone data w.r.t their source and information type they hold. It 

continues with a discussion of the security models in smartphone operating systems and relat-

ed literature on smartphone security. The chapter concludes with the threat model that is 

adopted in the thesis. 

2.1 Smartphone: Definition and data taxonomy  

2.1.1 Definition 

Smartphones are some of the devices that enhance Weiserôs vision of ubiquitous computing 

(Weiser, 1991). Their small size, mobility, connectivity capabilities, and multi-purpose use 

are some of the reasons for their vast pervasiveness.  

The term smartphone is frequently used by the industry and research community to refer to 

state-of-the-art cell phone devices. These devices are considered ósmartô, and are distin-

guished from ordinary and technologically constrained cell phones. The latter, which are re-

ferred to as feature phones, are often restrained by small screen size, limited processing and 

network capabilities, and execute, in general, a proprietary and not adequately documented 

operating system. Thus, their security is mainly based on secrecy or as the IT security com-

munity refers to ñsecurity by obscurityò. 

In contrast with the term ófeature phoneô, a widely accepted definition for ósmartphoneô can 

hardly be found in the literature. Becker et al. (2011) define smartphones as devices which: 

(a) ñcontain a mobile network operator smartcard with a connection to a mobile networkò, i.e. 

a SIM or USIM card in GSM and UMTS systems, respectively, and, b) ñhave an operating 

system that can be extended with third-party softwareò. This definition appears to be rather 

broad. Also, its properties are valid for feature phones. For instance, the Motorola V3i
2
 fea-

ture phone would be incorrectly classified as a smartphone, as it contains a mobile carrier 

SIM card and has a proprietary OS that can be extended by third party applications (specifi-

cally with MIDP 2.0 Java applications).  

                                                      
2  http://www.motorola.com/mdirect/manuals/V3i_9504A48O.pdf 
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The alternative definition of a smartphone, which is adopted in this thesis, is the following: 

smartphone is a cell phone
3
 with advanced capabilities, which executes an identifiable oper-

ating system allowing users to extend its functionality with third party applications that are 

available from an application marketplace. According to this definition, smartphones must 

include sophisticated hardware with: a) advanced processing capabilities (e.g. modern CPUs, 

sensors), b) multiple and fast connectivity capabilities (e.g. Wi-Fi, HSDPA), and (optionally) 

c) adequately limited screen sizes. Furthermore, their OS must be clearly identifiable, e.g. 

Android, Blackberry, Windows Phone, Appleôs iOS, etc. Finally, the OS must allow third 

party application installation from application repositories (óapp marketplacesô), e.g. Android 

Market, BlackBerry App World, App Hub, App Store, etc. 

2.1.2 Data source taxonomy 

During regular (e.g., daily) use, smartphone data are created, processed, and consumed or 

stored on various sources. The following taxonomy is based on data source by extending a 

prior taxonomy in (Mylonas, 2008) (see Figure 1):  

¶ Messaging Data derive from: (a). mobile carrier messaging services i.e. Short Message 

Service (SMS), Enhanced Messaging Service (EMS), Multimedia Messaging Service 

(MMS), or (b). Instant and e-mail messages. They also include messaging logs, e.g. receiv-

er, sender, delivery time and date, attachments, etc.  

¶ Device Data are data that (a) are not related to any third party application, or (b) contain 

device and OS specific information. They may reside in internal (e.g. flash drive, flash 

memory) and removable (e.g. microSD cards) storage media. Some examples include im-

ages, contact list, Wi-Fi MAC address, device serial number, etc.  

¶ (U)SIM Card Data reside either in a Universal Subscriber Identity Module (USIM) or Sub-

scriber Identity Module (SIM) card. Typical examples are the International Mobile Sub-

scriber Identity (IMSI)
4
 and the Mobile Subscriber Identification Number (MSIN)

5
. This 

source often contains SMS and contact entries.  

¶ Application Data include permanent or temporal data that are necessary for application 

execution. They may be stored as individual files, or constitute a local database, e.g. 

SQLite. A typical example is a flat dictionary text file.  

 

                                                      
3
  A cell phone is a device which: a) is used primarily by its holder to access mobile network carrier 

services, e.g. phone calls, Short Message Services (SMS), etc., and b) contains a smartcard, which 

is controlled by the network carrier (i.e. SIM or USIM card) and incorporates a billing mechanism 

for the used network carrier services. 
4
  A unique number that identifies the subscriber to the network. 

5
  The 10-digit phone subscriber number. 
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Figure 1: Source Taxonomy 

¶ Usage History Data are used for logging purposes, such as: (a) call history, which contains 

incoming or outgoing phone call logs, (b) browsing history, i.e. temporary data created 

while the user browses local or remote files, (c) network history logs for wireless connec-

tions, e.g. Wi-Fi SSIDS, Bluetooth pairing, and (d) event logs, which are created by the OS 

for system monitoring and debugging. 

¶ Sensor Data are created by dedicated hardware. Camera(s) and microphone(s) are two 

popular sensors. Other sensor hardware include: a) GPS sensor, b) accelerometer, c) gyro-

scope, d) magnetometer (i.e. digital compass), and e) proximity sensor. These are used to 

infer the exact device location, its orientation, the way the device is being moved, its head-

ing direction, and the device distance from a surface, respectively. Sensor hardware, such 

as the light sensor and the temperature or pressure sensor, are present in some smartphones, 

measuring the device environment surroundings (context). Sensor data are mostly con-

sumed on the fly and are not typically stored for later retrieval. Finally, they may be used 

as metadata (e.g. in geotagging where GPS data are embedded in photographs and videos).  

¶ User Input Data include user gestures, hardware button presses, and keystrokes from a 

virtual or smartphone keyboard. They all involve userôs interaction with the device. User 

input data are often consumed on the fly, or stored in a keyboard cache for performance 

reasons (e.g. improvement of spelling software). 
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2.1.3 Information type taxonomy 

Smartphone data hold various meanings. Their classification, according to the information 

type they include, led to the following taxonomy (see Figure 2): 

 

 

Figure 2: Information Type taxonomy 

¶ Personal data are directly related to an identified individual. They are considered private 

and should not be made public. Examples include the content of a userôs communication, 

images, videos, etc. Disclosure or unauthorized modification may result in embarrassment, 

reduction in self-esteem, or legal action.  

¶ Business data (or corporate intellectual property) refer to data with commercial and eco-

nomic corporate significance. These include marketing information, products under design, 

etc. Unintended disclosure of this data to the public or competitors may lead to strategic 

advantage loss, copyright breach, loss of goodwill, etc. Such data are usually likely to exist 

in a ópersonalô smartphone, if it is (even occasionally) used for business purposes.  

¶ Governmental data affect: (a) public order, (b) international relations, or (c) performance 

of public service organization(s). They differ from business data, because they hold nation-

al or international significance, as opposed to business value.  
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¶ Financial data refer to records of financial transactions, current financial holdings or posi-

tion. Unauthorized modification, disclosure, or unavailability may lead to financial loss or 

contract breach (e.g., due to delays).  

¶ Authentication data refer to user credentials, e.g. passwords, PINs, biometrics, etc. Their 

unauthorized access may lead to impact, such as financial loss, personal information dis-

closure, legal consequences, etc.  

¶ Connection/ Service data refer to data, which are required for network connections. They 

include connection identifiers, such as Wi-Fi MACs, IMSI, or IMEI, as well as data regard-

ing the connection itself, such as the Wi-Fi joined networks history.  

Table 1 associates the two dimensions. These associations are used in Ä5 as the basis for 

the data impact valuation. 

 

Table 1. Smartphone data taxonomy 

Information  

Type 

Source 

Personal Business Government Financial 
Authentica-

tion 

Connecti-

on/Service 

Messaging  V V V V V  

Device  V V V V V V 

USIM Card  some some some some V V 

Application  V V V V V V 

Use history 

& caching  
V some some some  V 

Sensor  V V V    

Input  

methods  
V V V V V  

2.2 Smartphone ecosystem: Platformsô security models 

The smartphone ecosystem is characterized by its heterogeneity and dynamic nature. Cur-

rently, the ecosystem cannot be regarded as stable, since the changes in its technology and the 

introduction of new smartphone OSs often reshape it. This is most evident in the market share 

of Symbian. This smartphone OS held the majority of the smartphone market share in the 

beginning of this research (~47%, fall of 2009 (De La Vergne et al., 2010)). Today the OS is 

inactive since its software maintainer (Nokia) has replaced it with Windows Phone
6
 as the 

primary OS in device shipments. Today, Symbian has less than 1% market share (Gupta et al., 

2013), whereas Android holds the majority of market share in smartphones (see Figure 3).  

                                                      
6 http://www.microsoft.com/en-us/news/press/2011/feb11/02-11partnership.aspx 
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The technological progress that occurs in the smartphone ecosystem is often rapid; for in-

stance Android has released 10 versions for smartphones and two for tablets,
7
 since its intro-

duction in the ecosystem in 2008. This technological innovation often includes the addition of 

security mechanisms in the devices (e.g. graphical passwords, the touch id fingerprint scan-

ner), which creates a new line of research that assess their offered protection (Aviv et al., 

2010; Andriotis et al., 2013; Zhang et al., 2012).  

 

 

Figure 3: Smartphone market share in 2Q2013 (Gupta et al., 2013).  

The security models of smartphone OSs do not follow a standardized and homogenous ap-

proach. They range from more relaxed security models, which allow users to install apps from 

any source (e.g. Android), to more controlled ones (ñwalled gardenò), which allow apps only 

from the official app marketplace (e.g. iOS) (c.f. Barrera and Van Oorschot, 2011). However, 

the security models permit app execution only in sandboxes; therefore apps can only access 

the functionality that is allowed by the platformôs sandbox profile. These restrictions offer a 

line of defense against malicious apps, but at the same time restrict the security arsenal that is 

available to smartphone users. For instance, sandbox restrictions hinder the capabilities of 

smartphone antivirus software (e.g. API hooks cannot be implemented).  

The popularity of a computing platform is one of the reasons that draw the attention of ma-

licious writers. In this context, a lot of smartphone malware families target Android (Zhou 

and Jiang, 2012), which is currently the most popular smartphone OS. On the contrary, nowa-

days, there are hardly any new malware families for Symbian, which in the past was the plat-

form that was most targeted by malware, due to its popularity.  

The following subsections include a description of the security models of the smartphone 

OSs that were popular throughout this work, namely: (a). Android, (b). BlackBerry, (c). Sym-

                                                      
7 http://developer.Android.com/about/dashboards/index.html 
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bian, (d). iOS, (e). Windows Mobile, and (g). Windows Phone. Before moving to the next 

subsection is worth noting that it is unclear whether the state of ecosystem will change with 

the introduction of new smartphone operating systems, such as Mozillaôs Firefox OS and Ub-

untu Phone. 

2.2.1 Android   

Android is a Linux based, open source operating system (OS) developed and maintained by 

Google. It provides a free and publicly available Software Development Kit (SDK) that con-

sists of tools, documentation and emulators necessary for the development of new applica-

tions in Java. Until the writing of this chapter, Android holds the largest market share, i.e. 

79% in Q2 of 2013 (Gupta et al., 2013).  

A core element of the Android security model is the manifest file (Google, 2013a). The 

manifest provides the necessary information to Android for the execution of an application. 

Security-wise, the manifest file is crucial for the system, since a developer defines within the 

application permissions, namely: (a) the way the application interacts with the system via 

access to system API, and (b) the way the system and the other applications interact with the 

given applicationôs components.  

Every application runs in a sandboxed environment without any permission to perform an 

action that can impact the operating system itself (e.g. crashing), other applications (e.g. disa-

bling an applicationôs components) and the user (e.g. surveillance). Applications request au-

thorization from the user for their permissions during installation. No further permission 

checks are performed during the applicationsô execution. Moreover, the user cannot grant a 

subset of the requested permissions. Hence, the user either accepts all permissions or post-

pones the installation. 

Every Android application has to be digitally signed by its developer. Androidôs security 

model then maps the signature of the developer with a unique ID of the application package 

and enforces signature level permission authorization. Nonetheless, Androidôs security model 

does not mandate that a developerôs certificate must be signed by a trusted certificate authori-

ty. As a result, applications are usually signed with self-signed digital certificates; hence, 

providing only poor source origin and integrity protection. This preserves the anonymity of a 

potential attacker, since the certificate is not verified by a Trusted Third Party (TTP).  

A developer may distribute her application either in the official application marketplace 

that is maintained by Google, the Google Play (formerly known as Android Market), or via 

another source (e.g. Amazon AppStore, forums, etc.). Google does not enforce any restriction 

in the installation of applications outside its marketplace (e.g. forums, other markets, etc.). On 
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the other hand, Google developed technologies to remove applications from devices and the 

Android Market in case they are proven malicious.  

Until the February of 2012, applications could enter the Android Market without undergo-

ing analysis for malicious behaviour. Thus, an attacker could only use a Google account and 

pay a small fee for malware distribution in the Android application marketplace. In response 

to the increasing number of malicious apps that were found in its marketplace (Zhou and 

Jiang, 2012), Google introduced Bouncer in February 2012, a service that performs malware 

analysis in the marketplace's apps. Moreover, recently Google introduced a thin client in An-

droid (i.e. v.4.2), which performs app verification for all the apps that reside in the device -

both from Google Play and alternative sources. Nonetheless, a recent evaluation proved the 

ineffectiveness of this mechanism (15% detection ratio) (Jiang, 2012). 

According to (Google, 2013b), Gingerbread and Jelly Bean are the dominant Android ver-

sions, currently deployed in the majority of the Android devices (67%). Older versions of the 

OS (e.g. Froyo, Eclair) are still in use, but with a very limited distribution among Android 

users. The adoption of the latest versions of the OS (version 4.2.X and 4.3) is still low. More-

over, Android does not support updates for all Android devices, not even for Google phones 

(e.g. Nexus S).
8
  

Table 2: Distribution of Android versions (Google, 2013b) 

Version Codename API Distribution 

1.6 Donut 4 0.1% 

2.1 Eclair 7 1.2% 

2.2 Froyo 8 2.5% 

2.3-2.3.2 Gingerbread 9 0.1% 
2.3.3 -2.3.7 Gingerbread 10 33.0% 
3.2 Honeycomb 13 0.1% 

4.0.3- 4.0.4 Ice Cream Sandwich 15 22.5% 

4.1.x Jelly Bean 16 34.0% 

4.2.x Jelly Bean 17 6.5% 

2.2.2 BlackBerry   

BlackBerry is an operating system maintained by Research In Motion Inc. (RIM). The OS 

is executed on BlackBerry smartphones and tablet devices created by RIM. According to 

Gartner (Gupta et al., 2013), RIMôs worldwide market share is limited only to 2.7% in Q2 of 

2013, losing for the first time the third spot in the smartphone market share.  

BlackBerry is a proprietary OS and, thus, comprehensive documentation describing its 

ónuts and boltsô is not available. RIM provides the BlackBerry SDK, which includes the doc-

umentation, tools, API and emulators that are necessary for application development.  

                                                      
8 http://asia.cnet.com/google-no-Android-4-2-for-nexus-s-and-xoom-owners-62219464.htm 

http://developer.android.com/about/versions/android-2.3.html
http://developer.android.com/about/versions/android-2.3.3.html
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The platformôs security model (BlackBerry, 2013) enforces restrictions to third party appli-

cations trying to access protected APIs, by demanding their signing with a cryptographic key 

that is only provided by RIM. A developer needs to pay a small fee in order to acquire a valid 

RIM signing key pair. BlackBerry maintains an application marketplace, the App World, 

without restricting application installation from other application marketplaces. Currently 

apps that are submitted to Blackberryôs app market undergo security analysis by BlackBerry 

to filter out apps with malicious behaviour. Similarly to Androidôs official marketplace, ap-

plication testing was not offered initially to BlackBerry users who downloaded apps from its 

official app market, exposing its users to malware. 

2.2.3 Symbian  

Symbian OS is an open source OS, which used to be maintained by Nokia.
9
 While in the 

beginning of this research Symbian had the majority of the smartphone market share, the OSô 

population had a vast decrease, falling to 0.3% in the Q2 of 2013 (Gupta et al., 2013). 

Symbian provides multiple free and publicly available SDKs. The SDK includes the tools, 

documentation and emulators that are necessary for the development of new applications, 

written in C++. The platform provides a development environment that is not attractive to 

developers (c.f. Appendix B) and this is one of the reasons for its failure.  

The cornerstone in Symbianôs security model is the use of capabilities (Nokia, 2013) for 

defining restrictions to sensitive platform APIs. These capabilities are grouped in the follow-

ing categories: (a). basic, (b). extended, (c). manufacturer. The first category includes basic 

functionali ty (e.g. access to the network, access to location data, etc.). The user is prompted 

for the authorization of such functionality during appôs installation. The second capability ca-

tegory controls the use of sensitive API that is only granted through the Symbian Signed pro-

cess. The last capability category controls application access to the most sensitive API in the 

platform (i.e. All-Files, DRM, TCB). These capabilities are only granted to a Device Manufac-

turer (e.g. Nokia, Sony Ericsson, etc). As indicated by Nokia (2013) the basic capability cate-

gory contains sufficient functionality for application development.  

The Symbian security model requires that the applicationôs package file (.sis file) is signed 

during app installation. Signing ensures that the application is not using API apart from the 

one corresponding to the applications signing level. The developer can self-sign the app if it 

uses only basic capabilities. Self-signing has the advantages that it is performed in the de-

veloperôs computer and avoids the mapping of the applicationôs installation package file with 

a device IMEI. This allows an app to be installed in multiple devices, but the smartphone user 

will be prompted with security warnings at installation time, since the signing key is not trust-

                                                      
9 At the writing of this thesis development maintenance of Symbian was outsourced to Accenture. 
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ed. To eliminate these warnings and access sensitive capabilities the developer must submit 

her application to Symbian Signed along with a list of device IMEIs. However, guidelines for 

bypassing Symbianôs security model are available (Symbian Freak), allowing the execution of 

unsigned applications that access any functionality, thus bypassing the capabilities. Finally, 

Symbian permits the installation of applications that do not reside in the platformôs official 

app marketplace, i.e. OVI store.  

2.2.4 iOS  

iOS is a proprietary operating system maintained by Apple. According to (Gupta, 2013), iOS 

is the second most popular smartphone OS, but with a popularity far less than Androidôs, spe-

cifically 14.2% in the Q2 of 2013. 

Apple provides, after registration to the companyôs development program, documentation, 

tools and the necessary API for application development in Objective C programming lan-

guage. Nevertheless, it should be noted here that this toolset is only compatible with Mac OS 

operating system.  

The security model of iOS follows a ówalled gardenedô approach regarding app distribu-

tion. More specifically, it permits, only, the installation of applications that have been signed 

by Apple and reside in the official application marketplace, the App Store. For application 

distribution in the marketplace the developers incur an annual cost. Furthermore, the security 

model of iOS is not permission based as in Android. Its cornerstone is an application testing 

mechanism - also referred as óapplication vettingô mechanism, which is controlled by Apple. 

During application submission each application undergoes automatic and manual testing to 

ensure its functionality consistency, official API use and óabsenceô of malicious activity. The 

testing process and criteria, which are applied by Apple, are not publicly available. Nonethe-

less, in recent versions of iOS, Apple has introduced the entitlement keys that resemble per-

mission in Android. Contrarily to Android, entitlement keys allow per-app access control to 

protected resources (such as location, contacts, etc.), from a menu dedicated to usersô privacy.  

Once an application is installed in the device the user neither controls nor is prompted 

when an application accesses most OSô sensitive resources. For few sensitive resources (e.g. 

location data) the user will be prompted the first time that an application uses the resource and 

has the ability to revoke application access to the resource in the OS settings. For the rest re-

sources (for instance Internet access), the user cannot control which apps access them. Final-

ly, regardless of Appleôs app restrictions and app vetting, spyware has been found in App 

Store (Egele et al., 2011; Han et al., 2013; Wang et al., 2013; Werthmann et al., 2013).  
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2.2.5 Windows Mobile  

Windows Mobile is a smartphone OS developed and maintained by Microsoft. Even 

though, it is the predecessor of Windows Phone its security model follows a different ra-

tionale. In specific, the security model of Windows Mobile (MSDN, 2013a) depends on the 

device policy that is enabled on the device. This policy specifies which applications are al-

lowed to execute on the device, what functionality of the OS is accessible to them, how desk-

top applications interact with the smartphone, and how a user or an application accesses spe-

cific device settings. The enabled policy on a Windows Mobile smartphone is either one-tier 

access or two-tier access. 

A device with one-tier access policy enabled, only controls if one application runs on the 

device or not, without inspecting if the application is using sensitive API. This decision de-

pends on whether the applicationôs installation package file (cab file) is signed with a certifi-

cate that exists in the deviceôs certificate store. If the application is signed with a known cer-

tificate, then the application executes in privileged mode. In this case, the app executes with 

the ability to call any API, access and modify any resource (e.g. the deviceôs file system and 

registry). Otherwise, if the application is unsigned or signed with a certificate that is not 

known, further policy checks occur in order to grant application execution. In this case, secu-

rity policies define whether the user is prompted to give her consent for the application to run 

or block its execution. It must be clarified that if the user permits the execution, then the ap-

plication will run in privileged mode. This means that an unknown and unsigned application 

is granted full access to the device resources.  

On the other hand, a device with two-tier access policy enabled, apart from controlling ap-

plication execution, it also checks runtime permissions by controlling the APIs that the appli-

cation uses. Access to protected API is determined by the applicationôs digital signature, simi-

lar to Symbianôs security model. More specifically, if the application is signed with a known 

certificate (i.e. one that is present in the deviceôs certificate store), then it executes without 

further checks and it is authorized the permissions that correspond to the certificateôs class. If 

the certificate belongs to the Privileged Execution Trust Authorities certificate store, the ap-

plication is authorized privileged permissions. Otherwise, the application is executed in nor-

mal mode. When the application is unsigned or signed with an unknown certificate, then fur-

ther checks occur to determine if the application executes in normal mode. It is worth noting 

that the functionali ty provided by normal privileges is enough for most third-party applica-

tions. 

According to (MSDN, 2013) the default security configuration of Windows Mobile, pro-

vides a weak security protection as: (a). it allows the installation of unsigned applications or 

singed ones with an unknown certificate, hence, the platform does not provide any assurance 
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about the application author or its integrity, and, (b). in case (a). the user is prompted to au-

thorize the execution of the application. Hence, in both access tiers of the default security 

configurations, unsigned and unknown code is executed with the userôs approval either in 

normal mode (two-tier access) or privileged mode (one-tier access). Furthermore, although 

one-tier access does not provide strong security, it is the default access tier in some devices 

(MSDN, 2013).  

Similarly to Android, the security model of Windows Mobile provides an app ókill-switchô, 

i.e. it includes security mechanisms enabling a Mobile Operator to revoke (i.e. remotely re-

move or disable) applications running on smartphones (Microsoft, 2010c). The revocation 

may concern either (a). a class of applications signed with the same certificate, where the cor-

responding certificate is being revoked, or (b). a specific application binary, where the hash of 

the binary is being transferred to the device.  

Microsoft provides freely the required development toolkit (i.e. SDK, emulator, documen-

tation, etc.) for the implementation of third-party application in Windows Mobile. Its support-

ed implementation languages (e.g. C#, Visual C++) are compatible with the Compact .NET 

Framework. 

2.2.6 Windows Phone  

Windows Phone is the latest smartphone OS that is maintained by Microsoft. Even though 

this OS is the descendant of Windows Mobile their differences, especially with regard to the 

security model, enables it to be regarded herein as a separate smartphone OS. Currently, Win-

dows Phone is the third most popular smartphone OS, surpassing BlackBerryôs market share 

for the first time in Q2 of 2013. However, the market share of the OS is limited, i.e. 3.3% 

(Gupta et al., 2013). In February 2011 a partnership
10

 between Nokia and Microsoft was an-

nounced in which Nokia adopts Windows Phone as its primary smartphone operating system.  

The security model of Windows Phone is based on application sandboxing in conceptual 

chambers (MSDN, 2013b), where access to protected resources is granted via capabilities, 

which are similar to permissions in Android. Third party applications are executed in a least 

privileged chamber, where access to resources is controlled by capabilities that are indirectly 

granted by the user at installation time and cannot be elevated during execution time. The 

capabilities are included in an applicationôs manifest file, are automatically granted at instal-

lation. Contrarily to Android, users are not explicitly prompted to grant access to the applica-

tionôs capabilities during its installation. Users are informed about the capabilities that an ap-

plication uses via: (a). the applicationôs detail page in the official marketplace, the Market-

place, (b). an explicit prompt only for capabilities that have legal requirements for explicit 

                                                      
10  http://www.microsoft.com/presspass/press/2011/feb11/02-11partnership.mspx 
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consent collection, and, (c). the application itself when the location capability is used for the 

first time. This way, the platformôs security model assumes that users indirectly accept the 

capabilities by installing the application. Moreover, this approach of granting capabilities 

follows ïsimilarly to Android- an all-or-nothing approach. This means that users cannot grant 

only a subset of the capabilities that the application requests.  

The security model of Windows Phone permits only the installation of third party applica-

tions that are signed by Microsoft and available in the Marketplace. During application sub-

mission each application is tested and the developer is authenticated during registration. Each 

submitted application is tested for compliance with Windows Phone Application Certification 

Requirement. These requirements apart from testing the applicationôs functionality and per-

formance involve security tests for malware detection. Moreover, Microsoft employs a remote 

application removal mechanism to remove malicious applications that manage to enter the 

application marketplace and Windows Phone devices. 

Finally, the platform provides a free SDK that consists of the tools, documentation and em-

ulators, which are necessary for the implementation, using the Silverlight technology, of ap-

plication for the Windows Phone. 

2.2.7 Overview 

As discussed earlier, the security models of smartphone OSs provide different options with 

respect to the permitted sources of applications. These options range from relaxed platforms 

permitting installation from unknown sources (e.g. as in Android), to strictly controlled plat-

forms, which follow the ówalled gardenô model and permit app installation only from the offi-

cial marketplace (e.g. as in iOS).  

Regardless of how strict and centralized the security model of a platform may be, it dele-

gates users to make informed security decisions for app access to protected resources. This 

security decisions are mapped by the security model to access control authorization rules of 

protected resources (such as the contact list and the userôs location). It is worth noting that 

even iOS, which initially used as a cornerstone of its security model only app testing, nowa-

days uses such an authorization mechanism (i.e. entitlement keys). However, it is worth notic-

ing that this authorization delegation is heterogeneous, ranging from simply authorizing ac-

cess to a subset of the protected resources (e.g. in iOS the user cannot refuse access to the 

Internet), to authorizing the user to deduce whether an app may impair her security and priva-

cy (e.g. as in Android).  

To aid users in this task, app marketplaces provide users with reputation systems and re-

views of apps provided by the community. Reputation and reviews are important in any 

commodity market, even thought the literature has identified their shortcomings (M§rmol and 
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P®rez, 2009). In the context of app marketplaces, an application with good reputation and 

reviews does not necessary respect the userôs privacy, but reputation often poses an additional 

line of defense against malevolent users. An appôs reputation may be low because several 

users have found it to be malicious or permission-hungry, i.e. requesting more permissions 

than those that are expected from its functionality, suspiciously draining resources (e.g. CPU, 

battery).  

This work questions this expectation of smartphonesô security models for a reasonable se-

curity aware user, who is able to do such security decisions (see Ä4).  

2.3 Smartphone security  

The following subsections include a discussion of the challenges and opportunities that re-

searches and practitioners face in smartphone security. Smartphone security has become an 

attractive topic in smartphone literature during the past three years. Most research effort con-

centrates on Android, as this is the platform with the largest user base. Research on iOS has 

also started to emerge, as soon as the security incidents ï mainly false negatives of the mar-

ketplaceôs vetting mechanism ï of the platform have been unveiled. On the contrary, nowa-

days research on Windows, BlackBerry and Symbian is rather limited. The majority of aca-

demic papers in smartphone security concentrate on technical aspects of the platformsô securi-

ty models, and more specifically, focus mostly on tackling malware.  

This section continues with a brief discussion of the differences between smartphone secu-

rity and traditional security. Then, an overview of the app management approaches in the of-

ficial app marketplaces of the examined smartphones is given. The section ends with a brief 

overview of security literature in Android and iOS.  

2.3.1 Traditional security vs. smartphone security 

Traditional security controls (hereinafter referred as ótraditional controlsô) that are com-

monly used in Information and Communication Technology (ICT), such as firewalls and anti-

virus software, have to be adjusted to meet the unique characteristics of smartphones.  

Firstly, smartphones have limited resources, which hinder the use of traditional controls. 

This is especially true with the use of battery, whereas technological progress constantly adds 

more óhorsepowerô in smartphone central processing units (CPUs) and memory. Battery re-

strictions impede the use of expensive computations, as well as periodic computations, such 

as periodic scanning of the device for malware. Thus, traditional controls that require such 

computations (e.g. (Doumas et al., 1995; Spirakis et al., 1994)) cannot be implemented in the 

device. If such controls existed in smartphones, they would cause frustration to users, since 

their device battery would be drained quickly. As a result, some researchers proposed that 
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such battery expensive computations are often offloaded to the cloud (e.g. as in (Portokalidis 

et al., 2010; Zonouz et al., 2013)).  

Another factor that influences smartphone security is the deviceôs small size. This small 

size has an impact on the offered security, since the space for the security indicators is lim-

ited. For instance, in smartphone browsers the address bar is automatically hidden to present 

web content and this can aid phishing attacks. Also, because of the small size of the device 

the offered input buttons are small and as a result mistakes in password entries might decrease 

the level of security. For example, for this reason the user may decide to deactivate the device 

password to avoid the frustration and effort to (constantly) authenticate.  

The small size of the device, which enables it to fit in its userôs pocket, increases the mobil-

ity of the device. The fact that users carry their smartphones with them all the time due to 

their small size makes them easier to be lost or stolen, compared to other devices, such as 

laptops and tablets (CIO; Lookout, 2011b; The Telegraph). Moreover, the deviceôs mobility 

creates uncertainty about its surroundings, as the device connects to (possibly) insecure wire-

less networks and is carried in insecure environments, i.e. away from userôs home or work-

place. Also, the mobility of the device, as well as the trend of Bring Your Own Device 

(BYOD), increases the complexity and administrative effort in corporate environments. This 

stems from the heterogeneity and non standardization of the smartphonesô security models. 

The security models of smartphone OSs do not follow a standardized and homogenous ap-

proach. This introduces complexity in the providers of security controls. The security models 

of all platforms use application sandboxes; where apps - contrary to desktop computing - exe-

cute in a constrained environment and can only access the functionality and resources that are 

allowed by the platformôs sandbox profile. Thus, sandboxes raise the bar of security against 

malicious apps, since unless a vulnerability in the platform is exploited, malware can only 

operate óinsideô the sandbox.  

At the same time, sandboxes restrict the security arsenal that is available to smartphone us-

ers. This holds true since third-party apps that protect usersô security and privacy operate un-

der the same sandbox rules as any other third-party app. For instance, sandbox restrictions 

hinder the capabilities of antivirus software in smartphones, since sandbox profiles do not 

permit API hooks. Also, smartphones lack some traditional controls that users find built-in in 

desktop computing, such as firewalls, ófully fledgedô task managers. 

App distribution in smartphones follows a centralized architecture; it is commonly per-

formed via app repositories or app marketplaces. As discussed earlier, in walled gardened 

platforms, the security model of a platform prohibits app installation from sources other than 

the official marketplace (e.g. as in Appleôs App Store). This centralized architecture introduc-

es opportunities and challenges to smartphone security. This architecture enables marketplac-

es to offer centralized app testing (or vetting) of the applications that users install in their de-
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vices. Moreover, it enables marketplaces to remotely remove rogue apps with the use of re-

mote kill switches, when they are spotted. Therefore, the centralized security management of 

apps from the marketplace allows smartphones to avoid using and maintaining local black-

lists. On the other hand, nowadays, this centralized architecture is used by attackers to spread 

malware via the app marketplace (Zhou and Jiang, 2012; Zhou et al., 2012a; Zhou et al, 

2013a). To spread malware in the marketplace, attackers take advantage of the absence of app 

testing in the marketplace, as in Google Play until the introduction of Bouncer in February 

2012, or the false negatives of the app testing mechanism. In addition, the fact that every app 

has to undergo the app testing procedure introduces delays to app submissions. These delays 

affect third-party app patching/updating as well, therefore their users are exposed to vulnera-

bilities or bugs as long as the app testing takes place. 

While the platform maintainer can force the removal of apps for security reasons from a 

device, this does not hold with forcing firmware updates. These are user initiated and, thus, 

may be skipped by users. Moreover, in Android updates are distributed via device manufac-

turers, which may delay their distribution or decide not to support a smartphone model with 

updates. 

Another factor that introduces challenges in smartphone security is the device use. 

Smartphones are consumer devices; therefore, the support for their management is rather lim-

ited. This, however, is starting to change with the proliferation of Mobile Device Manage-

ment software. Moreover, smartphones are always enabled. This provides attackers with a 

greater time window for exploitation attacks or for nuisance attacks such as Spam over Inter-

net telephony (SPIT) (Dritsas et al. 2009, 2007, 2008; Marias, et al. 2007; Gritzalis and 

Mallios, 2008; Gritzalis et al., 2013; Soupionis et al., 2008; Soupionis and Gritzalis, 2010). 

Smartphones are constantly connected to at least one network, which is offered by the carrier 

for voice calls. Even this network can be used by attacker to violate usersô privacy (Mylonas, 

2008).  

Smartphones frequently connect to data networks, which introduces an opportunity for of-

floading resource demanding computations to the cloud. However, the data connection ser-

vices that are offered by the carrier have a high communication cost. In this context, it is de-

batable whether communication costs of security controls (e.g. updates, blacklists, offloading 

to the cloud, etc.) have to be covered by the consumer or by the provider. These communica-

tion costs can be also misused by attackers in the same way dialers used to bill desktop users. 

Furthermore, attackers can directly make profit by calling or sending SMS messages to pre-

mium numbers. In desktop computing this threat has diminished, since the devices are con-

nected directly to a computer network (e.g. DSL).  

Finally, contrary to desktop computing, smartphones are seldom used as multi-user devic-

es. As a result, smartphones are personalized devices and, as discussed earlier, include heter-
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ogeneous data. This fact increases the impact of unauthorized access to them. Smartphones, 

also contain hardware ï at least a microphone ï that can be used to infer user context (e.g. 

accelerometer, gyroscope, etc.), thus, óenrichingô the ñfunctionalityò that is available to priva-

cy violating apps. 

2.3.2 Security in official marketplaces 

This section summarizes the app management approaches that are used in the examined of-

ficial app marketplaces. It also compares them with the management approaches that the offi-

cial marketplaces used in 2011.  

The owners of app marketplaces have contradicting goals. On the one hand, they must fil-

ter-out proactively (via app testing) or reactively (via remote kill switches) malicious apps in 

order to provide a secure app ecosystem. On the other hand, the marketplace must not deter 

benign developers from submitting their apps in it. Table 3 summarizes the management ap-

proaches that are used in official app marketplaces, namely: (a). application integrity, (b). 

application testing, (c). remote application removal, (d). application testing documentation. 

These approachesd are described and analyzed in the following paragraphs.  

Application i ntegrity  ensures that an applicationôs binary is not modified, e.g. by mali -

cious code injection in pirated versions of the application (repackaging). As mentioned previ-

ously, in all smartphone OSs - apart from the Android - the security model mandates applica-

tion signing only with a certificate that is controlled by the platform. On the contrary, Android 

permits users to sign applications with any custom, self-signed certificate, which is not vali-

dated by any TTP. As a result, a malicious developer may download, disassemble and repack 

an application with a new certificate and submit it to Google Play, or to an alternative applica-

tion marketplace. Apart from monetary loss of the original applicationôs developer, a rogue 

developer can infect the application with malware, compromising the security and privacy of 

Android users (see Ä2.3.3). Moreover, an analysis of the apps that are submitted in Google 

Play has shown that some Android developers have signed their apps with keys that are in-

tended for development test purposes (Barrera et al., 2012). Signing apps with test keys 

breaks app updates and may lead to privilege escalation attacks.  

Application t esting or app vetting includes static and/or dynamic app analysis to ensure 

the appsô functionality, reliability, official API usage and rational resource consumption. It 

typically contains tests for copyright infringements and, nowadays, security testing. The re-

searchers in (Mylonas et al., 2011b) were among the first to stress that app testing must be 

added in the app management practices of marketplaces to provide a secure ecosystem (see 

Appendix A). App testing raises the bar of protection against malware, which cannot be easily 
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spread through the app marketplace. In the beginning of this research only Symbian, iOS and 

Windows Phone used application testing in their marketplaces. Nowadays, all app market-

places use app testing in their app management practices in order to combat malicious app 

submissions.  

Remote application removal also referred as ñapplication remote kill switchò ensures that 

a malicious application will be removed from all smartphone devices, if it has not been de-

tected during application testing. When the management practices of the marketplace use such 

a mechanism it must be ensured that (a). the mechanism will not be used for app censorship 

and (b). that it is conformant with legislation protecting access to a userôs device. In the be-

ginning of this research all marketplaces offered an app kill switch except for BlackBerry. 

Even though, this is not properly documented by RIM, it appears that today BlackBerryôs 

AppWorld includes a kill switch.
11

 

Application testing documentation has a twofold contribution in the security of app mar-

ketplaces. Firstly, it mandates developers into submitting applications that satisfy strict re-

quirements in terms of security, performance, etc. Secondly, it informs smartphone users and 

security researchers about the testing criteria during app submission that provide an indication 

of the offered security in the marketplace. From the surveyed platforms only Symbian and 

Windows Phone document application tests. 

The aforementioned are summarized in Table 3. 

Table 3: Current application management approaches 

Platform Integrity App testing Remote kill switch App testing documentation 

Android (2013) U V V U 

Android (2011) U U V U 

BlackBerry (2013) V V V U 

BlackBerry (2011) V U U U 

Symbian (2013) V V V V 

Symbian (2011) V V V V 

iOS (2013) V V V U 

iOS (2011) V V V U 

Windows Phone (2013)    V      V   V    V 

Windows Phone (2011)    V      V   V    V 

2.3.3 Security literature 

The majority of academic literature concentrates on Android, as this is the platform with 

the largest user base. Research on iOS has also started to emerge, as soon as the security inci-

dents ï mainly false negatives of the marketplaceôs vetting mechanism ï of the platform have 

                                                      
11 http://forums.crackberry.com/general-blackberry-discussion-f2/blackberrys-own-kill -switch-808567/ 



Background 

29 

 

been unveiled. The majority of academic papers in smartphone security concentrate on tech-

nical aspects of the platformsô security models, and more specifically, focus mostly on tack-

ling malware.  

2.3.3.1 Android security literature  

Various researchers have focused on mitigating the threat of repackaged apps, where mali-

cious code is added to a benign app and the resulting app is submitted again in the market-

place. Repackaged apps exist both on official and unofficial app marketplaces (Zhou et al, 

2013a). To mitigate this threat, smartphone literature includes detection mechanisms that em-

ploy static analysis in order to filter out repackaged apps from the marketplaces, namely App 

Genome (Lookout, 2013), DNADroid (Crussel et al., 2012), DroidMOSS (Zhou et al., 2012a), 

and PiggyApp (Zhou et al, 2013a). Moreover, SCSdroid (Lin et al., 2013) is based on dynamic 

analysis to detect repacked apps. Academic effort has also focused on the prevention of app 

repackaging. Christin and Vidas, (2013) propose a new scheme for app signing, which they 

refer as AppIntegrity, to prevent repackaged apps from entering the marketplace. Also, Zhou 

et al. (2013b) have proposed AppInk, a mechanism that inserts transparent watermarks to (be-

nign) applications of marketplaces to prevent repackaging from taking place.  

Repackaging often involves placing or replacing advertisement libraries or inserting mali-

cious code into benign applications (Zhou et al., 2012a). The insertion of malicious code im-

pairs the integrity, availability and confidentiality of the smartphoneôs assets, according to the 

intentions of the malware author. The replacement of an advertisement library obviously im-

plies revenue losses for the replaced advertisement network. Moreover, the new advertise-

ment library might also add malicious functionality. In this case, the advertisement code 

abuses the privileges (i.e. permissions) of the app that co-exist with the advertisement to im-

pair the usersô security and privacy (Grace et al., 2012; Livshits and Jung, 2013; Shekhar et 

al., 2012; Zhang et al., 2013). To thwart the latter threat, prevention mechanisms have been 

implemented in Android that offer process isolation, permission isolation and display isola-

tion between the code of the hosting app and the code of the advertisement (AdDroid (Grace 

et al., 2012), AdSplit (Shekhar et al., 2012) and AFrame (Zhang et al., 2013)). 

According to the study of Grace et al. (2012) most advertisement libraries in Android, vio-

late user privacy ï they are often referred as greyware for this reason. Some of their collected 

data can be deemed as appropriate for personalized targeting (e.g. userôs location). However, 

Graceôs et al. study revealed that advertisement libraries also collect more intrusive data, such 

as call history, list of installed apps etc. Also, the work of Book and Wallace (2013) reveals 

that developers often use the functionality offered by advertisement libraries for privacy vio-

lations. This stems from the conþicting interests of the users and developers. Users are (most-
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ly) interested in maintaining their privacy. On the other hand, developers collect demographic 

data and try to maximize their advertisement revenues by allowing user proýling through their 

apps. 

Smartphone security literature has also focused on the mitigation of privacy violating apps, 

after the revelation of the likelihood of privacy violations in Android (Enck et al., 2010,2011; 

Grace et al., 2012; Shekhar et al., 2012; Zhang et al., 2013). Various works have proposed 

mechanisms for the prevention and detection of privacy violating apps. As such, detection 

mechanisms that are based on dynamic analysis have been implemented in Android, namely 

TaintDroid (Enck et al., 2010), SmartDroid (Zheng et al., 2012) and AppInspector (Gilbert et 

al., 2011). For the prevention of privacy violations, the security model of Android has been 

modified allowing a fine-grained control of resource access by apps, by substituting real data 

with rogue ones, e.g. a resource is reported as unavailable or as empty (e.g. empty contact 

list). This allows apps to function properly without violating usersô privacy (MockDroid (Ber-

esford et al., 2011), TISSA (Zhou et al., 2011), and AppFence (Hornyack et al., 2011)). In 

addition, Roesner et al. (2013) propose the use of secure gadgets in graphical interfaces, along 

with permissions for granting access to the platforms resources.  

 Considerable academic work focuses also on malware mitigation, due to the increasing oc-

currence of malware in Android devices (Felt et al., 2011b; Zhou et al., 2012b, Zhou and 

Jiang, 2012). Malware detection engines that rely on static analysis have been proposed, 

namely AnaDroid (Liang et al., 2013), AppProfiler (Rosen et al., 2013), DED (Enck et al., 

2011), Epicc (Octeau et al., 2013), Kirin  (Enck et al., 2009), MAST (Chakradeo et al., 2013), 

Permission Event Graph (Chen et al., 2013), SCanDroid (Fuchs et al., 2009), WHYPER 

(Pandita et al., 2013). These engines use traditional static analysis techniques (e.g. control 

flow graphs) and/or static analysis tailored for the details of the Android platform, e.g. static 

analysis of the manifest and mapping of the requested permissions to privacy violations. Also, 

Zhu et al. (2012) and Pandita et al. (2013) perform text analysis in the appôs description to 

deduce whether the appôs description justifies the appôs permission requests. 

 Detection engines based on dynamic analysis have also been implemented for Android, 

namely: Adromaly (Shabtai et al., 2011), AppIntent (Yang et al., 2013), AppsPlayground 

(Rastogi et al, 2013a), Aurasium (Xu et al., 2012), Crowdroid (Burguera et al., 2011), 

DroidScope (Yan and Yin, 2012), MITHYS (Conti et al., 2013), Quire (Dietz et al., 2011), and 

VetDroid (Zhang et al., 2013). Due to the restricted hardware resources of smartphones (e.g. 

battery), researchers have also proposed cloud based dynamic analysis in an exact replica of 

the userôs device environment (Paranoid Android (Portokalidis et al., 2010), SeCloud 

(Zonouz et al., 2013)). Similarly to static analysis engines, dynamic ones óborrow ideasô and 

expertise from traditional dynamic engines, such as instrumentation (i.e. insertion of addition-



Background 

31 

 

al control instructions to the unknown code before its execution) and introspection (execution 

of the unknown code on a virtual machine).  

Malware detection engines using a combination of static and dynamic analysis techniques 

have been implemented in Android as well, in DroidRanger (Zhou et al., 2012b), Pegasus 

(Chen et al., 2013) and RetroSkeleton (Davis and Chen, 2013). Among the aforementioned 

works in this section RetroSkeleton and Aurasium are the only detection mechanisms that do 

not require the modification of Androidôs security model. This holds true, since these works 

use code rewriting and repackaging of an app in order to create a new, more secure/controlled 

version of the original app. All the other detection mechanisms that have been proposed re-

quire considerable effort and technical skills during their installation from a user. This holds 

true, since the user might need to root her device in order to install a modified Android ver-

sion that implements the detection engine. However, since every user has different expecta-

tions about his privacy (McDaniel and Enck, 2010), the user is responsible for the correct 

configuration of RetroSkeleton and Aurasium, as well as, all the rest proposed security mech-

anisms that have been proposed. This configuration presupposes the security awareness of 

smartphone users, i.e. deep understanding of the security mechanisms that are available and 

the relevant threats, something that is questioned in this thesis (see Ä4).  

Even though malware detection is a popular research topic in Android, the detection engine 

that Google Play facilitates (i.e. Bouncer) is currently in its infancy. This is reflected in a re-

cent study that revealed the ineffectiveness of the detection engine, performing only with 15% 

detection ratio against known malware (Jiang, 2012). Bouncer uses dynamic analysis and 

virtualization to detect malicious behavior of apps in Google Play. However, researchers have 

uncovered that malware can easily detect that they execute in Bouncerôs virtualized environ-

ment and, thus, circumvent the detection engine by acting as a logic bomb
12

. Furthermore, a 

recent survey of the detection capabilities of ten popular commercial Android apps that offer 

security protection revealed that they can be easily circumvented by malware (Rastogi et al, 

2013b). This is somewhat expected, since security software for Android are restricted by the 

same sandbox rules, as any other app of the platform. Rastogi et al (2013b) also found that all 

commercial security software for Android is prone to common polymorphism techniques, 

such as app repackaging. Some of them are prone even to simplistic - naive transformations. 

This holds true, since their detection engines facilitate insecure - week signatures. For in-

stance, Rastogi et al. (2013b) found signatures that are based on the appôs package name, or 

the contents of the manifest file.  

The aforementioned reveal the importance of ñon deviceò security in Android. Specifically, 

the security decisions that users make during app installation, regarding the requested permis-

                                                      
12

 http://www.extremetech.com/computing/ 130424-circumventing-googles-bouncer-Androids-anti-

malware-system.  
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sions by the unknown apps, are crucial for the protection of their security and privacy. Litera-

ture has revealed that these security decisions are hindered by the vagueness of the permission 

system and its insufficient documentation (Au et al., 2013; Barrera et al, 2010; Felt et al., 

2011; Wei et al, 2012). 

 Firstly, Barrera et al. (2010) studied the patterns of requested permissions by Android apps 

and found that only a small subsection of permissions is requested. This subset includes per-

missions with a broad and vague meaning, for instance the permission for Internet access is 

too broad and cannot be used for per-domain access control. Furthermore, Wei et al. (2012) 

provided a more in-depth study of permissions and their use by apps. They found that An-

droid keeps adding new permissions in its security model, without providing a more fine-

grained access control to its resources. Contrarily, new permissions often control access to 

new hardware features. Moreover, Wei et al. find that most third-party and pre-installed apps 

do not follow the principle of least privilege. This means that apps request more permissions 

than they need for their intended functionality, as well as request more permissions over time. 

This overprivilege of apps does not stem only from malicious purposes of their authors. In 

their survey, Felt et al. (2011) found that the vagueness of Androidôs API documentation is 

another reason apps violate the principle of last privilege. This vagueness of Androidôs API 

documentation has been confirmed by a subsequent study (Au et al., 2013). Felt et al. also 

implemented a tool, referred as Stowaway, to help developers deduce whether their apps are 

overprivileged. However, until now the smartphone literature does not include any tool for the 

detection of vulnerabilities in the business logic of apps (e.g. as in (Stergiopoulos et al., 

2013)). Finally, Wei et al. found that the pre-installed apps ï or bloatware as referred in 

(McDaniel, 2012) ï have access to permissions that protect sensitive resources, which if 

abused can impair the security and privacy of the user. 

The permissions of bloatware, as well as those of third-party apps, can be abused via func-

tionality (component) sharing, i.e. via privilege escalation attacks (Bugiel et al., 2012; Chan 

et al., 2012; Chin et al., 2011; Dietz et al., 2011; Felt et al., 2011d; Grace et al., 2012; Lu et 

al., 2012; Ongtang et al., 2009; Zhongyang et al., 2013). This is a vulnerability of Androidôs 

security model, which allows an app to access functionality or protected resources without 

requesting and being granted the relevant permission. The vulnerability stems from the fact 

that Android applications may share their permissions in an either intentional (i.e. colluding 

apps that break the permission system) or unintentional (i.e. confused deputy attack) manner. 

To mitigate privilege escalation attacks various detection mechanisms have been proposed, 

namely: CHEX (Lu et al., 2012), ComDroid (Chin et al., 2011), DroidAlarm (Zhongyang et 

al., 2013); DroidChecker (Chan et al., 2012), Woodpecker (Grace et al., 2012), IPC Inspec-

tion (Felt et al., 2011d), QUIRE (Dietz et al., 2011), and Saint (Ongtang et al., 2009), 

TrustDroid (Bugiel et al, 2011) XmanDroid (Bugiel et al., 2012).  
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Considerable academic effort has also focused on extending Androidôs permission system 

so as to offer more fine-grained access control. As discussed previously, the all-or-nothing 

approach of Androidôs permission system, does not allow users to selectively grant permis-

sion to apps. As a result, academic work extends Androidôs security model to allow users to 

selectively grant permission and to control permission assignment during installation time 

according to a permission policy (Bugiel et al., 2013; Nauman et al., 2010; Ongtang et al., 

2009). Holavanalli et al. (2013) extend the permission model to allow users to grant access to 

information flows (e.g. access to phone number and its transfer over the network) rather than 

permission on individual resources. Finally, as discussed previously, MockDroid (Beresford 

et al., 2011), TISSA (Zhou et al., 2011), and AppFence (Hornyack et al., 2011) can be used to 

provide apps with rogue data without breaking the functionality of apps that request access to 

protected resources.  

In all cases the use of these security mechanisms assume that users are concerned about 

their security and privacy and understand how Android security model works (e.g. the im-

portance of permission scrutinization), something that is questioned in Ä4. In addition, until 

now ï to the best of our knowledge ï none of these security controls have been added in offi-

cial Android, therefore their installation requires considerable effort from users. This effort 

often involves rooting the device in order to add the control as a component of the OS. 

2.3.3.2 iOS security literature  

Until the writing of this thesis, considerable less security research exists for iOS. This fact 

can be partly explained by: (a). the closed nature of iOS, which is proprietary, closed source 

OS, as well as (b). the considerable lower popularity ï in terms of market share ï of the OS, 

compared to Android. As discussed previously, iOSô protection is based on security by obscu-

rity and by its app vetting mechanism that provides a ówalled gardenedô marketplace. Howev-

er, research has proven that malware has circumvented the vetting mechanism and have suc-

ceeded to enter in App Store (Egele et al., 2011; Han et al., 2013; Wang et al., 2013; 

Werthmann et al., 2013). 

More specifically, Han et al. (2013) found that iOS apps access API that can impair the 

privacy of iPhone users more often compared to their counterpart Android apps. Also, Wang 

et al. (2013) proved that the vetting mechanism that Apple uses in its marketplace cannot fil-

ter out malicious apps that can be remotely configured by their author to rearrange their code. 

This was proven recently with the submission of such apps in App Store, which they refer as 

Jekyll apps.  

As a response to iOS malware, researchers have implemented detection engines that are 

based on static and dynamic analysis. More specifically, PiOS (Egele et al., 2011) uses static 
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analysis (control flow analysis) to detect privacy leaks. Control Flow Restrictor (Pewny and 

Holz, 2013), PSiOS (Werthmann et al., 2013) and MoCFI (Davi et al., 2012) are malware 

detection mechanisms that are based on dynamic analysis (control flow integrity). Among the 

above mechanisms only Control Flow Restrictor does not require the rooting of the device 

(ójailbreakingô), since it is based on a custom compiler. One should note that the installation 

of security mechanisms that rely on iPhone jailbreaking requires considerable technical skills 

and also voids the deviceôs warranty. 

2.3.3.3 Overview 

It is evident from the above discussion that the academic effort on smartphone security li t-

erature concentrates mainly on the technical aspects of the platforms, such as identifying 

smartphone specific vulnerabilities (such as privilege escalation attacks) and mitigation of 

malware and greyware with dynamic analysis (e.g. TaintDroid (Enck et al., 2010)) and/or 

static analysis (e.g. PiOS (Egele et al., 2011)). Until the writing of this thesis, none of these 

proposed security mechanisms has been included in Android or iOS. Therefore, the installa-

tion of the majority of the proposed security mechanisms requires considerable effort and 

technical skills from an average user. This holds true, since the user needs to root or jailbreak 

her device in order to install additional security mechanisms as core components of the oper-

ating system.  

Among the proposed mechanisms, RetroSkeleton (Davis and Chen, 2013) and Aurasium 

(Xu et al., 2012) in Android and Control Flow Restrictor (Pewny and Holz, 2013) in iOS are 

the only ones that do not require modification of the OS. Every user has different expectations 

about his privacy (McDaniel and Enck, 2010), and hence a configuration of these security 

mechanisms in a way that satisfies all users can hardly be devised. Each user has to configure 

the aforementioned three mechanisms, as well as the other security mechanisms that have 

been proposed, in a way that satisfies her risk appetite. This configuration presupposes the 

security awareness of smartphone users, i.e. deep understanding of the security mechanisms 

that are available and the relevant threats, something that is questioned in this thesis (see Ä4). 

An alternative approach is the case when users download the configurations from a communi-

ty (e.g. as in the Adblock extension for Firefox). However, it is unclear whether smartphone 

users are aware of the existence of security mechanisms such as RetroSkeleton, since - contra-

ry to the Adblock extension - they are not ópromotedô by the app marketplace or the docu-

mentation of the platforms. 
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2.4 Threat model  

 This section briefly introduces the threat model, which includes usage and threat details. 

Unless otherwise stated, the discussion in the following chapters is in accordance with the 

assumptions of this threat model.  

Users. In this work smartphone users are assumed to be average users, i.e. not security and 

technically savvy. Regarding their practices it is assumed that these users:  

a) Install applications (or 'apps') into their devices on a regular basis (e.g. daily),  

b) Install apps only from the official app marketplace or app marketplace (i.e. Google 

Play), 

c) Protect their smartphone only with the built-in security mechanisms of the platform, or 

with third-party apps that are available in the official app marketplace, 

d) Enable Internet connectivity on their devices, either from a WLAN (i.e. WiFi), or 

WAN connectivity from the mobile carrier (e.g. UMTS, LTE, etc.). 

This means that the scope of this thesis does not include smartphones with a modified op-

erating system. The devices are, thus, not ñrootedò or ñjailbrokenò. Also, it is assumed that 

the devices do not execute a custom operating system, which adds additional security mecha-

nisms, such as taint tracking to thwart data leakage (Enck 2010)). With the former, it is as-

sumed that every app executes in a sandboxed environment (e.g. as in Android). The later, is 

in accordance with the expectations for a user without a security mindset and without ad-

vanced technical skills. Finally, it is assumed that the device is not part of a corporate Infor-

mation Security Management System (ISMS), neither managed from another individual (e.g. 

administrator). Thus, it is assumed that Mobile Device Management (MDM) software is not 

present in the device. 

Threats. This work focuses on the threats that are relevant to the use of smartphones by 

average users, namely threats on the web (see Ä3) and malicious apps (Ä4). This work also 

focuses on unauthorized physical access threat, since as discussed earlier, the mobility and 

small size of smartphones makes them easier to be stolen or lost. The decision to focus on 

these threats is validated by subsequent academic and industrial user surveys, concerning the 

perceptions of users about them and their likelihood of occurrence.  

In 2012, O2 published its survey results regarding the daily activities of smartphone users 

(O2, 2012). The survey revealed that smartphone users spend more time browsing the web 

and playing with third-party apps in their devices, rather than making phone calls and texting 

(see Table 4). In another case study, Chin et al. (2012) revealed that smartphone users are 

more concerned about the threats of (a) malicious apps and (b) physical theft and data loss.  
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As discussed beforehand, various reports have pointed out the easiness with which 

smartphones get lost or stolen (CIO; Lookout, 2011b; The Telegraph). Symantec also stresses 

the impact of unauthorized physical access in two reports. In (Symantec, 2010) it is pointed 

out that lost or stolen smartphones are the most expensive devices to recover. Moreover, in a 

user study (Symantec, 2011) Symantec notes that the 96% of persons that found a test device, 

which was supposed to be left unattended - lost, accessed its sensitive information such as 

photos, emails, and banking applications.  

Table 4: Daily smartphone use (source (O2, 2012)) 

Activity  
Minutes/day 

Browsing the internet 24.81 

Checking social networks 17.49 

Playing games 14.44 

Listening to music 15.64 

Making calls 12.13 

Checking/writing emails 11.1 

Text messaging 10.2 

Watching TV/films 9.39 

Reading books 9.3 

Taking photographs 3.42 

 

Contrary to the threat of unauthorized physical access to the device, in the beginning of this 

work there was no academic or industrial work proving the likelihood of occurrence of 

smartphone malware. Security researchers expected an outbreak of smartphone malware since 

2006 (Hypponen, 2006). Nonetheless, even when the first SMS Trojan appeared in Android 

(i.e. FakePlayer, (McAfee, 2010)), smartphone malware were not considered a serious threat.  

In this context, the beginning of this research included an examination of the feasibility and 

easiness of malware development in the popular smartphone OSs, namely: Android, Black-

Berry, iOS, Symbian, Windows Mobile, Windows Phone (c.f. Appendix B). As a case study, 

average programmers were asked to implement an app that tracks the userôs location. Our 

study has proven the easiness of malware development by average programmers that can ac-

cess the official tools and programming libraries provided by smartphone OSs. Moreover, the 

case study stressed that Android was more likely to appeal malicious authors due to its in-

creasing user base and its poor security practices. This prediction was validated after a few 

days of our conference submission (i.e. (Mylonas et al., 2011a)), when multiple malicious 

apps were found in Google Play (Lookout, 2011a). Nowadays, the fear of a smartphone mal-

ware has been substantiated, since malware have been discovered in the two most popular app 

marketplace, namely Google Play (Felt et al., 2011b; Zhou et al., 2012b, Zhou and Jiang, 
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2012) and App Store (Egele et al., 2011; Han et al., 2013; Wang et al., 2013; Werthmann et 

al., 2013).  

Finally, industrial reports stress that today users come across different threats while brows-

ing the web (CISCO, 2013a; SERT). These threats include a variety of attacks ranging from 

client-side attacks (e.g. Cross-Site-Scripting (XSS), Cross-Site Request Forgery (CSRF) 

(OWASP)), up to recent zero-day exploits that target browser plugins (e.g. Java, Flash). Fur-

thermore, nowadays organized crime targets web browsers (Caballero et al., 2011; Grier et 

al., 2012). Cybercriminals facilitate browser exploitation frameworks, such as Blackhole ex-

ploit kit, Phoenix, etc., which are available in the underground market (SERT) and target ze-

ro-day vulnerabilities in the web browsers or its plugins.  

2.5 Summary 

This chapter presented a definition of the term smartphone and a taxonomy of smartphone 

data w.r.t. their source and information type. It also included a survey of the security models 

of smartphones and a discussion of the challenges and opportunities of smartphone security. 

This work reveals that the security models delegate users to make important authorization 

decisions for access to protected resources and, thus, expect a reasonable security aware user. 

This expectation is questioned in Ä4. Also, the chapter includes a review of the academic 

work in smartphone security. Our study reveals that the majority of academic work concen-

trate on technical aspects of the device OS and not on user awareness (Ä4). Furthermore, the 

installation of the majority of the proposed security controls requires advanced technical skills 

from the users. Finally, the chapter ends with a discussion of the thesisô threat model.  
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ñIf youôre not paying for something, youóre not the con-

sumer, youóre the product being soldò ï Andrew Lewis  

 

Chapter 3: Mitigation  of web threats 

3.1 Introduction  

The proliferation of smartphones has introduced new challenges in secure web browsing. 

These devices often have limited resources, as well as small size, which may limit the security 

óarsenalô of their users. Such lack of protection controls, however, does not seem to hinder 

users from browsing the web via smartphones. On the contrary, according to a recent report 

(CISCO, 2013b), by 2017 smartphone mobile data traffic will  increase 81%, comparing to 

2012. The same report predicts that smartphones will be responsible for the 67.5% of mobile 

traffic growth in 2017.  

Average users ïi.e. not security and/or technical savvy ones ï are not familiar with the de-

tails of security controls, which are used while browsing the web. For instance, a user may 

understand that SSL offers a level of protection to her online transactions (Gritzalis, 2001; 

Iliadis et al., 2000). It is rather unlikely though, that she is aware of the relevant security de-

tails (e.g. cryptography, server authentication, etc.) and threats she is exposed to (e.g. eaves-

dropping, session hijacking, etc.).  

Nowadays, users come across to different threats while browsing the web. These range 

from traditional client-side attacks (e.g. malicious files, Cross-Site-Scripting (XSS), etc.), up 

to recent zero-day exploits that target Java plugins
13

. Contrary to what one would expect, 

CISCO (2013a) reports that browser malware are not only present in óbadô webpages (e.g. 

adult websites, ones hosting pirated software, gambling, etc.), but also in benign ones (e.g. 

social media websites, search engines). The latter may unwittingly serve malware embedded 

in their active content, typically after a server compromise or with the inclusion of malicious 

advertisements. Furthermore, progressively more attackers use in their client-side attacks 

browser exploitation frameworks (e.g. Blackhole exploit kit, Phoenix, etc.), which are availa-

ble in the underground market (SERT).  

Web browsers (hereinafter referred to as browsers) communicate security events to users 

through their Graphical User Interfaces (GUIs). For instance, the padlock icon appears every 

time a user visits a website with a valid digital certificate. Moreover, browsers include win-

dow gadgets (widgets), such as checkboxes, buttons, etc., for the configuration of their securi-

                                                      
13 http://www.reuters.com/article/2013/01/11/us-java-security-idUSBRE90A0S320130111  
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ty controls. Users are expected to configure the browserôs security controls as they see fit (by 

interacting with its menu), so as to protect their security and privacy. To aid users in this task, 

every web browser contains a menu option focused on the configuration of security and/or 

privacy controls. Even though average users generally tend to ignore security events 

(Egelman et al., 2008; Motiee et al., 2010; Sunshine et al., 2009), some of them have been 

trained to interact with the above interfaces in desktop browsers towards a safe web browsing.  

In this context, this work contributes by providing a systematic and comprehensive analysis 

of web browser security controls. In particular, this work focuses on popular browsers in 

smartphones and desktops. Their security controls are enumerated and collected. Furthermore, 

their default settings as well as their manageability options are compared. Then, a compara-

tive evaluation of the offered protection against web threats is provided. Specifically, our goal 

is to examine the following research questions regarding the security controls that are provid-

ed by web browsers, namely:  

Å What protection against web threats is offered by the preconfigured security settings 

in browsers?  

Å What is the manageability options are provided by the security controls that protect 

from certain web threats?  

The former provides indications of the offered protection to average users. The latter re-

veals the manageability of countermeasures for each threat, i.e. the flexibility to adjust the 

offered protection according to the usersô ñrisk appetiteò (e.g. a user may be willing to receive 

targeted advertising). This work summarizes the differences in the availability and managea-

bility of browsersô security controls. Overall, as expected, desktop browsers provide an in-

creased manageability and availability. Regarding protection against web threats, the analysis 

revealed that browsers by default focus mostly on a subset of the examined threats (e.g. mal-

ware, privacy breach, phishing), while offering poor protection against the rest (e.g. third-

party tracking, browser fingerprinting). The key findings can be summarized as:  

¶ Limited security and manageability in smartphone browsers. The analysis re-

vealed that smartphone browsers provide a subset of security controls and limited manage-

ability over them, compared to their desktop counterparts. 

¶ Smartphone users are unprotected from rogue websites. The evaluation revealed 

that smartphone browsers do not protect users from websites that host malware and/or 

phishing scams. Contrarily, desktop browsers include mechanisms, such as Googleôs Safe 

Browsing technology, Smartscreen technology, etc. (Google Developers; Microsoft, 

Opera), that filter out rogue websites.  
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¶ Users are exposed to third-party  tracking . Users are exposed to third-party track-

ing/profiling in all examined browsers. This holds true, since by default browsers mecha-

nisms that protect users from this tracking are disabled.  

The remainder of this chapter is organized as follows. Section 3.2 presents related work and 

Section 3.3 a suggested threat model. Section 3.4 provides the reader with the methodology of 

this research. Section 3.5 includes the empirical and experimental observations. Section 3.6 

presents the recommended browser settings and UI modifications. Finally, the chapter con-

cludes with a discussion of the results in Section 3.7 and a summary in Section 3.8. 

3.2 Related work 

To the best of our knowledge, it is the first time that a systematic and comprehensive eval-

uation of the security controls that web browsers provide to their users is performed. This 

work closely relates to (Botha et al., 2009), which provides a simple comparison of the avail-

ability of security options that exist between Internet Explorer 7 (for Windows XP) and Inter-

net Explorer Mobile (for Windows Mobile 6 Professional Edition). This work examines the 

availability of the security controls in current web browsers, as well as their manageability 

and the preconfigured protection against web threats. A part of this work closely relates with 

(Amrutkar et al., 2012), where the researchers have focused on the visibility of security indi-

cators in smartphones. This work confirms the findings of their work, regarding the way 

smartphone browsers handle digital certificates. This work reveals an additional vulnerability 

in the way smartphone and desktop browsers handle invalid digital certificates. 

Recent literature on web security has focused on the protocols for secure connections (i.e. 

SSL/TLS). It has exposed vulnerabilities in the protocol itself (AlFardan and Paterson, 2013; 

Panday, 2011; Paterson et al., 2011; Paterson), as well as in the way the protocol is imple-

mented in devices (Fahl et al., 2012; Georgiev et al., 2012)). Literature has also focused on 

the visibility of security indicators in desktop browsers, mostly focusing on invalid digital 

certificates, indicating the majority of users tend to ignore them (Amrutkar et al., 2012; 

Egelman et al., 2008; Fahl et al., 2012; Schechter et al., 2007; Shin and Lopes, 2011;Sunshine 

et al., 2009).  

The extra functionality that is offered by the capability of browsers to execute code in the 

client side has been exploited by attackers via JavaScript malware (Johns, 2008). In response 

to the threat of malicious content, browser security literature has focused on the proposition of 

novel browser security architectures. The proposed architectures either extend a browser ar-

chitecture with new components that offer enhanced security (Amrutkar and Traynor, 2012; 

Barth et al., 2010; Carlini et al, 2012; Chen et al, 2011; Meyerovich and Livshits; 2010), or 

provide new browser architectures (De Groef et al., 2012; Grier et al., 2008; Jang et al., 2012; 
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Wang et al., 2009). Researchers have also proposed detection mechanisms tailored for JavaS-

cript malware, using either static (Canali et al, 2011; Cova et al, 2010; Curtsinger et al., 2011) 

or dynamic analysis (Jang et al, 2010; Kolbitsch et al., 2012; Saxena et al, 2010) techniques.  

3.3 Threat model  

This threat model extends the one that is described in Ä2. The chapter assumes average us-

ers (i.e. ones that are not security and technical savvy), who have been trained, via the brows-

erôs support pages, to adjust its settings through its GUI (i.e. menu options, buttons, etc.) for a 

safe web browsing. Thus, it is assumed that some smartphone users have been trained to 

change the default values of security and privacy controls as they see fit , so as to adjust the 

level of protection that is provided by the browser. Finally, in accordance with the initial 

threat model, it is assumed that: (a) the user has not altered the operating system of her 

smartphone (rooting, jailbreaking) and (b) the browserôs security mechanisms are unmodified, 

i.e. the user has not installed any extension/add-on that adds a security mechanism to the 

browser (e.g. NoScript, AdBlockPlus). This type of user is referred to as Alice. 

The extended threat model includes three types of attackers. Firstly, it includes an attacker 

who has unauthorized control over the network. Such an entity, uses active attacks (e.g. ARP 

spoofing) to conduct Man in the Middle (MiM) attacks and is referred to as Eve.  

The second type of attacker has control of malicious web servers in the Internet. The serv-

ers are either used to distribute malware (e.g. by exploiting vulnerabilities in plugins, add-ons 

or the browser itself), or to conduct fraud attacks (i.e. phishing). This type of attacker is re-

ferred to as Mallory. 

The last attacker type controls advertising services used for ómaliciousô user tracking and is 

referred to as Gorwel. More specifically, Gorwel uses advanced user tracking mechanisms 

(e.g. non-persistent tracking data (Eckersley, 2010)), aiming at user profiling and/or user 

identification. The use of such malicious user tracking constitutes an intrusion of Aliceôs fun-

damental right to privacy (Commission of the European Communities, 2006). It is worth not-

ing that using an advertising service on the web is not a malicious act per se.  

3.4 Methodology 

The research scope is to evaluate whether the security controls that are available in a 

smartphone browsers provide Alice with similar manageability as in their desktop counter-

parts. In addition, it is examined if  smartphone browsers offer a similar level of protection 

against the aforementioned three attackers. 

The scope of the evaluation includes the popular web browsers, i.e. Google Chrome, 

Mozilla Firefox, Internet Explorer, Opera, and Apple Safari (StatCounter), as well as their 
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smartphone counterparts
14

. More specifically, the latest versions of desktop browsers were 

installed (as of June 2013, i.e., Chrome (v. 27), Firefox (v. 21), Internet Explorer 10, Opera 

(v. 12.15), and Safari (v. 5.1.7)) in two desktops. Windows 7 and Windows XP were selected 

for the installation of the aforementioned browsers due to their popularity in the desktop plat-

form (78% of global market share (StatCounter)). 

Contrary to desktops, the above browsers are not available in all smartphones. Table 5 

summarizes the smartphones that were used in the evaluation, as well as the availability of 

different third-party browsers in them. The evaluation includes devices with Android, iOS 

and Windows Phone, which constitute the 96.5% of the smartphone market share (Gupta et 

al., 2013). Furthermore, it includes devices with the following Android versions: Gingerbread 

(v. 2.3), Ice Cream Sandwich (ICS, v. 4.0.*), and Jelly Bean (JB, v. 4.1.2); which constitute 

the 91% of the in use Android devices (Google). Therefore, the evaluation can be regarded as 

representative both in the desktop and smartphones platforms. Finally, for readability and 

space reasons, Table 5 refers to the stock browsers of Android, iOS and Windows Phone (i.e. 

Browser, Safari, and IE Mobile respectively) as óstock browserô.  

Table 5. Browser availability in the smartphones that were used in the evaluation. 

Platform 

Version Device Chrome 

Mobile 

(v. 26) 

Firefox 

Mobile 

(v.21) 

Opera 

Mobile 

(v. 14) 

Opera 

Mini  

(v. 10) 

Stock 

BrowserÀ 

Android 2.3.5 HTC Ex-

plorer 

  V  V 

2.3.6 LG-E400   V  V 

4.0.3 LG - P700 V V V  V 

4.0.4 Sony 

Xperia  

V 
 

V V V V 

4.1.2 Samsung 

Galaxy S3 

V 
 

V 
 

V  V 

Samsung 

Nexus S 

V V V  V 

iOS 5.1.1 iPhone 4 V   V V 

6.1.2 iPhone 4S V   V V 

Windows 

Phone 

7.5 HTC Tro-

phy7 

    V 

À Browser for Android, Safari for iOS and IE Mobile for Windows Phone 
 

Initially, all the available support pages in each browser that are dedicated for security and 

privacy were enumerated, since Alice is expected to use this material in order to be trained to 

configure the browser controls. Then, the graphical interfaces in desktop and smartphone 

browsers were enumerated and all the available configurable security controls, as well as their 

default values were collected. Any confusing text labels that may exist were marked, as well 

                                                      
14 The scope of the analysis includes only unmodified browsers that are available to the users via the app market-

place. Other hardened browsers or browsers part of a Mobile Device Management solution may exist, but they 

are out of the scope of this work. 
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as any widgets that had obvious usability problems. The controls were grouped together into 

five categories according to their intended use from the support pages, namely: (a) content 

controls, (b) privacy controls, (c) browser manageability, (d) third-party software controls, 

and (e) web browsing controls.  

The next section presents the results regarding the manageability of web browsersô security 

controls.  

3.5 Availability and manageability of security controls  

Overall, thirty three (33) security controls appear in the browsersô interfaces, which are 

listed herein. The majority of the controlsô labels are self-explanatory (e.g. block JavaScript). 

The rest of them are briefly described here, namely: (a) external plugin check refers to the 

existence of a web service that analyses the browserôs plugins for vulnerabilities (e.g. Mozil-

la, Qualys) (b) local blacklist enables users to enforce controls on a per-site basis via local 

blacklist/whitelist (e.g. per-site cookie blocking), (c) under master password the browser re-

quests the entry of a master password every time it restarts, before accessing any stored pass-

words, and (d) website checking enables a user to manually initiate analysis (for mal-

ware/phishing) on the web site she visits. 

Tables 6-10 summarize the availability and manageability status of all the security controls 

that are available via the browsersô interfaces. Their availability and manageability differs 

between each browser as well as between the two versions, i.e. desktop and smartphone, of 

the same browser. The findings are grouped together into five categories, according to the 

controls intended use from the support pages, namely: (a) content controls, (b) privacy con-

trols, (c) browser manageability, (d) third-party software controls, and (e) web browsing con-

trols.  

Tables 6-10 use the following notation: (i) S is used when the mechanism is not supported, 

(ii) Ã is used when the mechanism is supported but not configurable, (iii) Ê is used when 

the mechanism is supported but not easily configurable, and (iv) Â is used when the mech-

anism is supported and easily configurable. A security control is marked as ónot easily con-

figurableô when it can only be configured from a hidden menu (e.g. about:config, see Appen-

dix C), or when there is a usability problem in the configuration of the control (e.g. confusing 

wording of the widgetôs label). In such cases, it is rather unlikely that users will be able to 

find and/or correctly configure it.  

Regarding the default values of security controls,  ̧and ¹ stand for default enabled and 

default disabled control, respectively. The following notation is also used: {GC=Chrome, 

MF=Firefox, IE=Internet Explorer, OP=Opera, AS=Safari; AB= Androidôs stock browser, 
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CM=Chrome Mobile, FM= Firefox Mobile, IM=IE Mobile, OM =Opera Mobile, Om=Opera 

Mini, SM=Safari Mobile}. Finally, the stock browser of Android is referred to as óABrowserô.  

3.5.1 Content controls  

Table 6 summarizes the manageability of content controls, i.e. controls that enable Alice to 

block cookies, images and pop-ups. All browsers enable Alice to block cookies. Safari desk-

top and mobile were the only browsers that allowed, by default, only first-party cookies (c.f. 

Table 7). First-party cookies, i.e. those that are not created from a third-party domain, are 

normally used by web servers for user authentication and their blocking might cause disrup-

tions in web applicationsô functionality. 

By-default, all browsers present website images. Otherwise, a serious usability problem 

would arise in the webpages that they visit. Users may wish to block images for various rea-

sons, such as to protect their privacy (Zeigler et al.), to speed up their browsing, etc. Contrary 

to desktop browsers, where Alice can block images in all browsers, this option is not available 

in most smartphone browsers (c.f. Table 6). This holds true, since only ABrowser and Opera 

Mini, provide a widget to enable this control and in Firefox Mobile this control is only availa-

ble in a hidden menu (c.f. Appendix C). 

Similarly, as summarized in Table 6 all  browsers block pop-up windows by default. Fire-

fox Mobile allows the configuration of the pop-up blocking mechanism from a hidden menu 

interface (see Appendix C for hidden menus). IE Mobile and Opera Mini block pop-ups by 

default without allowing Alice to disable this control. This fact may break the functionality of 

web applications that use benign pop-ups (e.g. a pop-up shown to upload a resume).  

Table 6. Manageability of content controls. 

Controls 

GC MF IE OP AS AB CM FM IM OM Om SM 

Block cookies Â¹ Â¹ Â¹ Â¹ Â¹ Â¹ Â¹ Â¹ Â¹ Â¹ Â¹ Â¹ 

Block images Â¹ Â¹ Â¹ Â¹ Â¹ Â¹ S Ê¹ S S Â¹ S 

Block pop-ups Â  ̧ Â  ̧ Â  ̧ Â  ̧ Â  ̧ Â  ̧ Â  ̧ Ê  ̧ Ã  ̧ Â  ̧ Ã  ̧ Â  ̧

3.5.2 Privacy controls  

Blocking location data- either geolocation data in desktops, or via the smartphoneôs loca-

tion provider ï is configurable in most browsers (c.f. Table 7). Only Chrome and Safari block 

them by default, i.e. they prompt users before accessing location data. Safari Mobile follows a 

similar approach, but the control of location services is not configurable until such a request is 

made by Safari Mobile for the first time. In such a case, the user is prompted and access to 

location data is subsequently manageable from the settings of location data, not from those of 

Safari Mobile. Therefore, this hinders Alice from finding the control, since it resides in a dif-



 Availability and manageability of security controls 

 

46 

 

ferent configuration menu. Alice is also expected to have difficulties in configuring this 

mechanism in Firefox versions (i.e. desktop and mobile), since it is configured only from a 

hidden menu. Finally, the evaluation revealed that the availability of this control is different 

in iOS and Android, being unavailable in the former and available but default disabled in the 

latter. 

By default, browsers send the referrer value in HTTP headers (it is misspelled as órefererô 

in the header), a value that can be collected from Gorwel for user tracking (Fielding et al., 

1999). The analysis revealed that the security control that removes the referrer is unavailable 

in most smartphone browsers and in the desktop version of Internet Explorer and Safari (c.f. 

Table 7). Both versions of Firefox allow Alice to manage this control only via a hidden menu. 

Finally, enabling this control in Chrome is rather difficult, since it involves starting its exe-

cutable with a parameter via the terminal (see Appendix C). 

Regarding third-party cookies, the majority of desktop browsers permit them (except for 

Safari). In smartphones the majority of browsers accept all cookies in an all-or-nothing ap-

proach, thus failing to protect Aliceôs privacy. This holds true, since they either block both 

first-party and third-party cookies, or allow them (c.f. Table 7). Only Firefox Mobile and Sa-

fari Mobile provide manageability over third-party cookies, while having the same default 

values as their desktop counterparts. One could argue that enabling tracking by default is ac-

ceptable, since in the majority of the examined browsers the user is allowed to block it. Nev-

ertheless, it is unclear whether Alice can understand the impact of tracking (Madrigal), which, 

in its ultimate form (e.g. via user identification (Eckersley, 2010)) may constitute an intrusion 

of her fundamental right to privacy. Furthermore, during browser installation Alice is not ex-

plicitly asked whether she wishes to receive personalized advertisements. 

As summarized in Table 7, by default, only Internet Explorer sends the do-not-track (DNT) 

preference, i.e. the value ñDNT: 1ò in the HTTP header (Zeigler et al.). In smartphones only a 

subset of browsers contain settings for DNT, namely: Chrome Mobile, Firefox Mobile and 

Safari Mobile. Moreover, DNT in Safari is available only in iOS 6 and the wording near the 

widget is confusing, i.e. ñLimit ad trackingò. Therefore, it is likely that Alice will accidentally 

enable web tracking by selecting the option ñoffò, believing that she is disabling ad tracking 

in this way. 

Most browsers provide a History Manager. ABrowser, Opera mini and Safari Mobile allow 

a user to delete history data, but the relevant widgets are scattered in the browsersô interfaces. 

Safari for desktop provides the widget under a widget with title ñReset Safariéò, thus making 

it rather difficult for a normal user to find it. Moreover, Alice may initiate private browsing - 

i.e. a session where browsing data (cookies, browsing data, downloads) are not stored locally 

- in all desktop browsers. Contrary to desktops, smartphone browsers support private brows-

ing only in ABrowser, Firefox Mobile, Safari Mobile and Chrome for Android. ABrowser 
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does not offer private browsing in Android Gingerbread at all, while the newest Android ver-

sions do offer this mechanism only from a hidden menu (see Appendix C). Finally, this con-

trol is offered by Chrome Mobile for iOS, but its effectiveness is hampered by the platformôs 

limitations
15

.  

Table 7. Manageability of privacy controls 

Controls 

GC MF IE OP AS AB CM FM IM OM Om SM 

Block location 

data Â  ̧ Ê¹ Â¹ Â¹ Â  ̧ Â¹ S|Â¹À Ê¹ Â¹ S S Ê  ̧

Block referrer Ê¹ Ê¹ S Â¹ S S S Ê¹ S S S S 

Block third- 

party cookies Â¹ Â¹ Â¹ Â¹ Â  ̧ S S Â¹ S S S Â  ̧

Enable DNT  Â¹ Â¹ Â  ̧ Â¹ Ê¹ S Â¹ Â¹ S S S S|Ê¹À 

History Manager Â Â Â Â Ê Ê Â Â Ã Â Ê Ê 

Private browsing Â Â Â Â Â S|Ê Â
À Â S S S Â 

À heterogeneity in different platforms. 

3.5.3 Browser manageability  

Browser updates protect Alice from security vulnerabilities and bugs. All desktop browsers 

support automatic installation of browser updates, except for Safari. Safari for Windows - as 

well as Mac OS Leopard - does not offer update support for the browser anymore, thus expos-

ing its users to more than 100 vulnerabilities that were patched in Safari 6 (Apple). Alice is 

not aware that Apple does not provide updates for her browser, since she is not explicitly in-

formed in the browserôs download page or during/after its installation. Thus, she can only be 

informed that she is vulnerable by a third source (e.g. forum, blog, etc.), which may eventual-

ly make her decide to switch to an alternative desktop browser in order to stay secure. 

Browser updates in most smartphones are, contrary to desktop browsers, semi-automatic 

(c.f. Table 8). Stock browsers (e.g. ABrowser, Safari Mobile) update with platform updates 

and third-party browsers update via the application marketplace (e.g. Google Play, App Store, 

etc). In both cases, the update requires the userôs initiation. Only Firefox Mobile can be con-

figured via a menu option to be updated automatically
16

. Finally, it is worth noting that 

browser updates in smartphones often suffer from delays. The updates of third-party browsers 

may be delayed by the app analysis process of the app marketplace. Also, updates of Android 

may be either delayed or even be unavailable by the device vendor. Therefore, in some cases 

users of ABrowser may not get updates even if they are officially available from Google. 

Among desktop browsers, only Safari did not offer a configurable certificate manager,
17

 i.e. 

an interface where Alice can either inspect or edit the certificates that are trusted or blocked 

                                                      
15 http://support.google.com/chrome/bin/answer.py?hl=en&answer=95464 
16 However, in Android the rest of them can be configured to be automatically updated in the Google Play app  
17 Safari uses Internet Explorerôs certificate manager without providing a link to its interface.  
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by the browser. The ability to manage trusted certificates is important, especially in the case 

that a Certification Authority (CA) becomes compromised (e.g. in Network Computing). In 

this case, Alice must be able to disable this CA. In smartphones, the evaluation showed that 

most browsers (i.e., Safari Mobile, Chrome for iOS, ABrowser for Android Gingerbread, 

Firefox Mobile, IE Mobile, and Opera Mini) do not offer a configurable certificate manager. 

ABrowser, Opera Mobile and Chrome for Android use the certificate manager that is provid-

ed in the newest Android versions (i.e. the ones after Gingerbread version).  

All browsers offer auto-fill functionality, i.e. the browser can remember passwords of cer-

tain websites. As shown in Table 8, only a subset of the desktop browsers offers password 

protection via a master password ï i.e. the browser asks users to enter a master password eve-

ry time it restarts, before accessing stored passwords. Furthermore, Chrome and Firefox were 

found to enable the unmasking of stored passwords. Therefore, it is very easy for an attacker 

who has temporary access to Aliceôs browser to access her passwords. Among smartphone 

browsers, only Firefox Mobile offers password protection with a master password. Even 

though smartphone browsers and most of the desktop browsers do not unmask passwords, an 

attacker with physical access to the browser can login to websites where Alice has enabled 

password auto-fill. The risk of this attack is greater in smartphones, due to their small size and 

mobility and the fact that in the user study (see Ä4) only 64.4% of the respondents password-

protected their device.  

All desktop browsers provide an interface to configure a proxy server
18

, which can provide 

Alice with anonymity (e.g. via a free proxy or onion network) and enhanced security, if the 

proxy implements a malware and/or phishing detection engine. Most smartphones can be con-

figured to use a proxy server via the deviceôs Wi-Fi settings, but it is rather difficult for Alice 

to find the configuration widget. This holds true, since the navigation to this configuration 

widget clearly violates the three-click rule (c.f. Appendix C). Furthermore, the evaluation 

showed that Alice cannot enable a proxy server in any smartphone, when the device uses cel-

lular connectivity (e.g. UMTS (3G), HSDPA, etc.). Thus, the aforementioned protection op-

tions that are offered by a proxy server are unavailable when Alice uses mobile Internet.  

Alice may wish to configure her browser to use a search engine that does not track her (e.g. 

DuckDuckGo, Startpage).
19

 As summarized in Table 8, this option is only available in four 

desktop browsers. The rest browsers either allow the selection of a search engine provider 

from a static list (e.g. Google, Bing, Yahoo), or do not offer such a selection, at all. 

Among the examined browsers, only Internet Explorer and Opera enable Alice to inspect 

and select which protocol version of SLL and TLS is used in her secure connections. Various 

vulnerabilities have been discovered in SSL/TLS (e.g. BEAST, CRIME, Lucky 13) and re-

                                                      
18 Chrome and Safari use a link to the interface implemented by Internet Explorer. 
19 https://duckduckgo.com/, https://startpage.com/ 
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cently new vulnerabilities have been discovered in TLS as well as in the SSL implementation 

that uses the RC4 algorithm (AlFardan and Paterson, 2013; Panday, 2011; Paterson et al., 

2011; Paterson). Currently, the above protocol vulnerabilities in browsers and servers are 

fixed via workarounds that patch certain instances of the vulnerabilities. Furthermore, the 

adoption of the latest TLS protocol (i.e. TLS 1.2) may either hinder user experience, if the 

server does not support it, or it may be skipped during the protocol negotiation between the 

server and browser. For instance, during a MiM attack an attacker may convince the two 

communicating parties to switch to a vulnerable version of the protocol. Finally, the current 

interfaces in Internet Explorer and Opera browser allow Alice to disable or select an older 

version of SSL\TLS protocol, as any other non-security related setting in the browser's menu 

(e.g. enabling the automatic resizing of images).  

The results revealed that only Chrome offers a task manager. Even though the absence of 

this control does not imply that Alice is directly exposed to any threats, its presence can aid 

her to enhance control over web browsing by inspecting resource consumption (e.g. network, 

memory).  

Table 8. Mechanisms for browser management. 

Controls GC MF IE OP AS AB CM FM IM OM Om SM 

Browser update Â  ̧ Â  ̧ Â  ̧ Â  ̧ S Ã  ̧ Ê  ̧ Â  ̧ Ã  ̧ Ê  ̧ Ê  ̧ Ã  ̧

Certificate manager Â Â Â Â Ã Ã/Â2 Â/Ã2 Ã Ã Â S Ã 

Master Password S Â¹ S Â¹ S S S Â¹ S S S S 

Proxy server Â Â Â Â Â Ê
1 Ê

1 Ê
1 Ê

1 S Ê
1 Ê

1 

Search engine manager Â Â Â Â Ã
1 Ã

1 Ã
1 S S S Ã

1 Ã
1 

SSL/TLS version 

selection S S Â Â S S S S S S S S 

Task manager Â S S S S S S S S S S S 
1 the control has a limitation, 2 heterogeneity in different platforms 

3.5.4 Third -party software control  

Desktop browsers and Firefox Mobile auto-update extensions, as soon as they become 

available in their application marketplace (e.g. Chrome Web Store). In some circumstances 

Alice may prefer to disable automatic updates (e.g. when she is roaming). Among the exam-

ined browsers that support extensions (c.f. Table 9), only Firefox and Safari provide Alice 

with this control over updates. Moreover, only Internet Explorer, Opera and Firefox Mobile 

do not enable Alice to manually update extensions. The rest of the browsers that support ex-

tensions provide such an interface to initiate an update, which will aid Alice to be timely pro-

tected from security vulnerabilities and bugs in extensions. 

Contrary to extension updates, browsers do not update plugins automatically. Thus, brows-

ers must provide an interface to inform Alice which plugins must be manually updated. Dur-

ing the evaluation only Firefox and Chrome alerted users about vulnerable plugins. Firefox 

provides crystal clear indications when a plugin is vulnerable by highlighting it and providing 
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an update link. Chrome alters the pluginôs version color to red and provides an update link. 

However, Alice may ignore this warning since it is not easily spotted among the various 

plugin details.  

Table 9. Mechanisms for third-party software control. 

Controls GC MF IE OP AS AB CM FM IM OM Om SM 

Auto update 

extensions Ã  ̧ Â  ̧ Ã  ̧ Ã  ̧ Â¹ N/A N/A Ã  ̧ N/A N/A N/A N/A 

Auto update 

plugins S S S S S S S S S S S S 

Disable 

extension Â¹ Â¹ Â¹ Â¹ Â¹ N/A N/A Â¹ N/A N/A N/A N/A 

Disable Java Â¹ Â¹ Â¹ Â¹ Â¹ N/A N/A N/A N/A N/A N/A N/A 

Disable 

JavaScript Â¹ Â¹ Â¹ Â¹ Â¹ Â¹ Ã|Â1
¹ Ê¹ S S S Â¹ 

Disable plugin Â¹ Â¹ Â¹ Â¹ S Â¹|̧ 1,2 S Â¸
2 S S S S 

External plugin 

check S Ê S S S S S S S S S S 

Manually update 

extensions Â Â S S Â N/A N/A S N/A N/A N/A N/A 

Manually update 

plugins Ê Â S S S S S S S S S S 

 1 heterogeneity in different platforms, 2 the control has a limitation  

 

All desktop browsers, except for Safari
20

, allow Alice to disable plugins as she feels fit. As 

summarized in Table 9, this option is not available in the majority of smartphone browsers. 

Smartphone browsers cannot be configured to individually block plugins (e.g. flash player 

video) from their settings. ABrower (version ICS and JB only, plugins in previous versions 

are enabled by default) and Firefox Mobile allow only limited plugin management. More spe-

cifically, the two browsers provide an óall-or-nothingô control over the plugins and therefore 

Alice cannot disable individual plugins. By default, Alice will be explicitly asked to enable a 

plugin via a mechanism referred to as ótap to playô. Furthermore, smartphones often invoke 

other applications to present content to the user (e.g. video players). Again, Alice cannot nei-

ther inspect which applications are invoked for specific content, nor disable them. 

Browserôs extensions (or ñadd-onsò) can be enumerated and disabled in all desktop brows-

ers. In smartphone browsers, only Firefox Mobile supports browser extensions and provides 

Alice the ability to inspect and individually disable extensions. 

In desktop browsers, Java can be disabled in the plugin configuration interface - except 

from Safari, where Java can be disabled in the security menu tab. Java was enabled by default 

in all desktop browsers, even when the browser was installed in a desktop which included a 

vulnerable Java version. Finally, smartphone browsers do not support Java applets and re-

turned an alternative text, namely ñYour browser is completely ignoring the <APPLET> tag!ò 

during the evaluation. 

                                                      
20 Plugins in Safari can only be enumerated. They can be manually removed from the plugins installa-

tion folder  
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As summarized in Table 9, JavaScript is enabled by default in all browsers. While all desk-

top browsers allow Alice to disable JavaScript in case she feels that this will protect her from 

malicious content from a webpage, this option is not available in all smartphone browsers. 

More specifically, only Safari Mobile, ABrowser, and Chrome for Android enable Alice with 

such a configuration. Chrome for iOS, Opera Mobile, Opera Mini, and IE Mobile do not offer 

the manageability of JavaScript, whereas Firefox Mobile offers it only from a hidden menu. 

Therefore, in most smartphone browsers Alice is exposed to any malicious JavaScript code. 

Alice may initiate a web based plugin check only from Firefoxôs interface (referred as óex-

ternal plugin checkô). The analysis revealed that the use of this control may mislead Alice. 

This holds true, because when Alice enumerates her plugins she may accidentally interact 

with a widget in the upper right corner of the interface and not with the correct control that 

appears as a link. This widget checks for extension updates and not for plugin updates. The 

widget has a label ñCheck for Updatesò and, as a result, Alice cannot distinguish its proper 

use. Moreover, if Alice had checked for extension updates before navigating to the plugins 

tab and no extension update was found, then the widgetôs label will remain ñNo updates 

foundò, potentially misleading Alice that there are no updates for the extensions, as well. Fi-

nally, the experimental analysis provides proof that this control is not always effective. 

Table 10. Web browsing controls. 

Controls 

GC MF IE OP AS AB CM FM IM OM Om SM 

Certificate 

Warning  Ã  ̧ Ã  ̧ Ã  ̧ Ã  ̧ Ã  ̧ Â  ̧ Ã  ̧ Ã  ̧ Ã  ̧ Ã  ̧ S Ã  ̧

Local 

blacklist  Â Â Â Â S S S S S S S S 

Malware 

protection Â  ̧ Â  ̧ Â  ̧ Â  ̧ Â  ̧ S S Ã  ̧ S Ã  ̧ S S 

Modify 

user-agent Ê Ê Ê Â Ê Â Â Â Â Â S S 

Phishing 

protection Â  ̧ Â  ̧ Â  ̧ Â  ̧ Â  ̧ S S Ã  ̧ S Ã  ̧ S Â  ̧

Report 

rogue 

Website  
S Â Â Â S S S S S S S S 

Website 

checking S S Â Â S S S S S S S S 

3.5.5 Web browsing controls 

All desktop browsers provide a mechanism to protect Alice from Mallory. This mechanism 

includes a system's wide blacklist and/or page analysis (Google Developers; Microsoft, 

Opera). Chrome and Firefox use Googleôs Safe Browsing technology, Internet Explorer uses 

Smartscreen technology, and Opera and Safari do not document which engine they use. Such 

a mechanism is enabled by default in all desktop browsers. However, all of them enable Alice 

to disable malware protection without displaying any confirmation security warning. Contra-
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rily, in smartphones, only Opera Mobile and Firefox Mobile inform Alice that this technology 

is supported in their support pages. Chrome Mobileôs support page informs her that Safe 

Browsing is not available, whereas the rest smartphone browsers neither provide any infor-

mation to Alice about this control, nor provide any option in their menus.  

Furthermore, the above mechanisms of desktop browsers also protect Alice from fraudulent 

websites (i.e. phishing attacks). Besides the aforementioned smartphone browsers that docu-

ment protection from fraud, Safari Mobile also documents such a protection. In addition, Sa-

fari Mobile provides an interface allowing Alice to configure this control. Once more, this 

control can be easily disabled, without displaying any warning that this action would lower 

Aliceôs security protection.  

Apart from the above two controls, which aim to block access to Malloryôs websites, only 

Internet Explorer and Opera allow Alice to manually initiate analysis on the site she is cur-

rently visiting (referred as ówebsite checkingô). Furthermore, only
21

 Mozilla Firefox, Internet 

Explorer, and Opera allow Alice to manually report a rogue site. 

Among the examined browsers, only Chrome, Firefox, Opera, and Internet Explorer pro-

vide local blacklists and whitelists of websites. Alice can edit these lists, as she sees fit, by 

adding or removing websites and setting restrictions or allowing access in the lists (e.g. block-

ing cookies, enable pop-ups, share location, etc.). Among the browsers that offer this mecha-

nism, Internet Explorer provides a fine grained mapping of the rest browser mechanisms to 

the lists (referred as trusted/restricted zones). On the contrary, Chrome, Firefox, and Opera 

provide only a coarse grained mapping of the available mechanisms. This mapping is availa-

ble through the page information interface (or the ósiteôs preferencesô) for a given domain or 

from a widget (e.g. button) near the configurable mechanism in the browserôs menu
22

. 

Alice may wish to use a modified user-agent (UA) string in her HTTP request (i.e. a string 

which provides the browserôs software details). For instance, Alice may prefer to navigate to 

the desktop version of a site with her smartphone, or to access a service that is available to a 

browser other than the one she is using (UA modification). Alice may change her UA in all 

examined browsers, except for Opera Mini and Safari Mobile, whereas in Firefox and Safari 

this configuration takes place only via a hidden menu. It is worth noting that UA modification 

may occur for privacy reasons (c.f. Eckersley, 2010). 

Finally, the evaluation revealed that Opera Mini is the only browser that does not display a 

security warning for rogue digital certificates, i.e. either an invalid certificate (e.g., certificate 

with domain mismatch, expired), or an untrusted one, i.e. one that is not signed by a trusted 

CA (Amrutkar et al., 2012; Iliadis et al., 2000; Gritzalis 2001; Lekkas 2004). Thus, Alice is 

                                                      
21  The control must be initiated via the browserôs interface. Other browsers may indirectly use other 

services such as https://support.google.com/websearch/contact/reporting_malware?rd=1 
22  Firefox also enables this mapping from a Permissions Manager that resides in a hidden menu  


























































































































































































































































































































































































